
CHAPTER  10:  

Logistic  Regression	




Binary classification  

n  Two classes Y = {0,1}  

n  Goal is to learn how to correctly classify the input into one 
of these two classes 
¨  Class 0 – labeled as 0 
¨  Class 1 – labeled as 1  

n  We would like to learn f : X → {0,1}  
¨  Since the output must be 0 or 1, we cannot directly use an 

unlimited linear model to estimate f(xi). 

Lecture Notes for E Alpaydın 2004 Introduction to Machine Learning © The MIT Press (V1.1) 
2	




Lecture Notes for E Alpaydın 2004 Introduction to Machine Learning © The MIT Press (V1.1) 
3	


n  Very much like a simple neuron with a sigmoid activation function, 
we will let: 

 
 
where w forms the weights to be determined and x is the input vector. 
 
 
 
n                              is the logistic function (also called sigmoid) 

 

f (x) = g(wTx) = 1
1+ e−w

Tx

g(z) = 1
1+ e−z



n  We would also like to interpret f(x) as P(y=1|x) 
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n  In fact, we learn the log odds of P(y=1|x) as a linear 
function of the input variables: 
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n  If f(x) = P(y=1|x) > 0.5 then choose class C1 
n  Otherwise choose class C0 

n  Linear decision boundary. 
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Learning w for logistic regression 

n  We can use Maximum Likelihood Estimation to find the 
parameters (w) that maximizes (log) likelihood of the 
class labels in the training data. 

where the superscript i is an index to the examples in the training set. 
 

n  No closed form => Iterative solution. 
¨  Iteratively reweighted least squares 
¨  Gradient descent 
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n  Let pi=Pr(yi=1|xi). We would like to estimate pi  as f(x). 

n  We model the log odds of the probability pi as: 

ln (pi/(1-pi)) = β.xi   where ln (pi/(1-pi))=g(pi)  is the logit function 
 

n  By applying the inverse of logit (the logistic function), we get back pi: 
 

 logit-1 [ ln (pi/(1-pi)) ] = pi  
 

n  Applying it on the RHS as well, we get  
 pi = logit-1 (β.xi) =  1 / (1 + e-β.xi) 
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Logistic Regression vs Perceptron 

n  Logistic Regression learns a linear decision boundary 
like the perceptron 
¨  What is the decision boundary? 

n  Logistic Regression is trained to produce probability 
estimations. 
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Logistic Regression vs Naive Bayes 
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