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1. Introduction

WEKA is a data mining system developed by the University of Waikato in New Zealand
that implements data mining algorithms. WEKA is a state-of-the-art facility for developing
machine learning (ML) techniques and their application to real-world data mining problems. It is
a collection of machine learning algorithms for data mining tasks. The algorithms are applied
directly to a dataset. WEKA implements algorithms for data preprocessing, classification,
regression, clustering, association rules; it also includes a visualization tools. The new machine
learning schemes can also be developed with this package. WEKA is open source software
issued under the GNU General Public License [3].

The goal of this Tutorial is to help you to learn WEKA Explorer. The tutorial will guide
you step by step through the analysis of a simple problem using WEKA Explorer preprocessing,
classification, clustering, association, attribute selection, and visualization tools. At the end of
each problem there is a representation of the results with explanations side by side. Each part is
concluded with the exercise for individual practice. By the time you reach the end of this tutorial,
you will be able to analyze your data with WEKA Explorer using various learning schemes and
interpret received results.

Before starting this tutorial, you should be familiar with data mining algorithms such as
C4.5 (C5), ID3, K-means, and Apriori. All working files are provided. For better performance, the
archive of all files used in this tutorial can be downloaded or copied from CD to your hard drive
as well as a printable version of the lessons. A trial version of Weka package can be
downloaded from the University of Waikato website at
http://lwww.cs.waikato.ac.nz/~ml/weka/index.html.

2. Launching WEKA Explorer

You can launch Weka from C:\Program Files directory, from your desktop selecting
Weka-3-4
? o icon, or from the Windows task bar ‘Start’ = ‘Programs’ = ‘Weka 3-4’. When ‘WEKA
GUI Chooser’ window appears on the screen, you can select one of the four options at the
bottom of the window [2]:

= Weka GUI Chooser

Waikato Environment for
Knowledge Analysis

(c) 1999 - 2004
University of YWaikato
Wew Zealand

Gul

Simple CLI Explorer

Experimenter KnowledgeFlow

1. Simple CLI provides a simple command-line interface and allows direct execution of
Weka commands.



2. Explorer is an environment for exploring data.

3. Experimenter is an environment for performing experiments and conducting statistical
tests between learning schemes.

4. KnowledgeFlow is a Java-Beans-based interface for setting up and running machine
learning experiments.

For the exercises in this tutorial you will use ‘Explorer’. Click on ‘Explorer’ button in the ‘WEKA
GUI Chooser’ window.

2 Weka GUI Chooser

Waikato Environment for
Knowledge Analysis

(c) 1999 - 2004
University of YWaikato
Wew Zealand

Gul
Simple CLI Explorer
Experimenter KnowledgeFlow
a S
‘ ’ H
WEKA Explorer’ window appears on a screen. \
£ Weka Explorer EI@”ZJ
Preprocess:| Claceiy | Ol “ssociate | Select attributes | Visualize
[ Open file l [ Open URL. l [ Open DB
Filter
Current relation - [ Selected attribute
" Click to edit properties for this ohject
Relation: MNone MName: Mone
Instances: Mone Aftributes: Mone Missing: Mone Distinct: Mone Unigue: None
[Attributes
il | visualize Al
Status- 1
Welcome to the Weka Explorer 4‘7 =t

3. Preprocessing Data

At the very top of the window, just below the title bar there is a row of tabs. Only the first
tab, ‘Preprocess’, is active at the moment because there is no dataset open. The first three



buttons at the top of the preprocess section enable you to load data into WEKA. Data can be
imported from a file in various formats: ARFF, CSV, C4.5, binary, it can also be read from a
URL or from an SQL database (using JDBC) [4]. The easiest and the most common way of
getting the data into WEKA is to store it as Attribute-Relation File Format (ARFF) file.

You've already been given “weather.arff” file for this exercise; therefore, you can skip
section 3.1 that will guide you through the file conversion.

3.1. File Conversion

We assume that all your data stored in a Microsoft Excel spreadsheet “weather.x|s”.

E2 Microsoft Excel - weather.xls gg

@E\\e Edit View Insert Format Tool Data Window

Help Acrobat - E’ﬁ
DEeE & & -8 7 Al =
B3

A18 ﬂ =

A B Cc D E -

1 outlook temperatur humidity windy play |~ |
2

3 |sunny 85 85 f no
4 |sunny 80 90t no
5 |overcast 83 86 f yes
6 |rainy 70 96 f yes
7 |rainy 68 80 f yes
8 |rainy 65 70t no
9 |overcast 64 65t yes
10 [sunny 72 95 f no
11 [sunny 69 70 f yes
12 |rainy 75 80 f yes
13 [sunny 75 701 yes
14 |overcast 72 90t yes
15 |overcast 81 75 f yes

16 |rainy 71 91t no

-

17
M| 4> M\ Sheetl / Sheet2 /|4 |

WEKA expects the data file to be in Attribute-Relation File Format (ARFF) file. Before you apply
the algorithm to your data, you need to convert your data into comma-separated file into ARFF
format (into the file with .arff extension) [1]. To save you data in comma-separated format, select
the ‘Save As...” menu item from Excel ‘File’ pull-down menu. In the ensuing dialog box select
‘CSV (Comma Delimited)’ from the file type pop-up menu, enter a name of the file, and click
‘Save’ button. Ignore all messages that appear by clicking ‘OK’. Open this file with Microsoft
Word. Your screen will look like the screen below.



5B weather - Microsoft Word E|E‘z|

Fie Edt View Insert Format Tools Table Window Help Acrobat
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butlook,temperature, humidity,windy,play ||
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overcast, 83,86, f,yes
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overcast,72,90,t,yes
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The rows of the original spreadsheet are converted into lines of text where the elements are
separated from each other by commas. In this file you need to change the first line, which holds
the attribute names, into the header structure that makes up the beginning of an ARFF file. Add
a @relation tag with the dataset's name, an @attribute tag with the attribute
information, and a @data tag as shown below.

‘B weather - Microsoft Word r;lglgl
Fie Edt Vew [nsert Format Took Table Window Help Acrobat

Dl &aY " o- & T 100% - 37
Courier New *0 +BIryU ES »m

iz 3 a]

Brelation weather [

k {sunny, overcast, rainy}

a g b
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|=|e]|=|4
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Choose ‘Save As..." from the ‘File' menu and specify ‘Text Only with Line Breaks’ as the file
type. Enter a file name and click ‘Save’ button. Rename the file to the file with extension .arff to
indicate that it is in ARFF format.

3.2. Opening file from a local file system

Click on ‘Open file...” button.



It brings up a dialog box allowing you to browse for the data file on the local file system, choose

“weather.arff” file.

Some databases have the ability to save data in CSV format. In this case, you can select CSV
file from the local filesystem. If you would like to convert this file into ARFF format, you can click

2 Weka Explorer
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on ‘Save’ button. WEKA automatically creates ARFF file from your CSV file.



£ Weka Explorer
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Prepracess i Classify | Cluster| Associate | Select attributes | Visualize|
[ Open file 1 [ Open URL ] [ Open DB
~Filter 1 \
~Current relation Selected attribute
Relation: grocery Mame: item1 Type: Mominal
Instances: 5 Attributes: 3 Missing: O (0%) Distinct: 2 Unigue: 0 (0%)
Adtributes 1| Label Count
bread <]
[ All I I Mane ] [ Invert I beer 2
\Na. Name
2| litem2
3_Ttem3 |Class: itern3 (Morn) v” Yisualize All
3
2
— -
Status 0
o -

3.3. Opening file from a web site

A file can be opened from a website. Suppose, that “weather.arff” is on the following

website:

[

# CSC 288

File Edit Yiew Bookmarks Yahoo! Signin  Setings Help

P o~ - = = =B [
Qo8 @ @ B P
= i home print BErent  briefcase  email |

people

mmm|
#

o ot

Y ek

m =) |{,‘ http://gaia.ecs.csus.edu/~aksenovs vl @ |

 LAUNCHcast
Dt @ @
| Select a station hal|
Customize your station
based on your tastes,

LHcast plus

Select a station
above to listen
to music.,

Assignments:

Assignment 1 - Vocabulary and Case Study

L]

o Assignment 2 - Classification
e Assignment 3 - Clustering
L]
L]

Assignment 4 - Association Rules
Assignment 5 - Credibility

Paper Review:

¢ Summary
+ PowerPoint Presentation

Term Project:

¢ Project Poposal
¢ Project Progress Report

Blease Instsll Yahoo!
Messenger

s Project Progress Report Presentation

WEKA Tutorial

WEKA prial Presentation

weather.arff

The URL of the web site in our example is http://gaia.ecs.csus.edu/~aksenovs/. It means that
the file is stored in this directory, just as in the case with your local file system. To open this file,
click on ‘Open URL..." button, it brings up a dialog box requesting to enter source URL.




/eka Explorer

Preprocess | Clazsiy | C!uster}i?\ssucwate | Select attributes | Visualize |

I Cpen file... ] [ Open URL, [ Open DE... I Undo Save
Filter

NG
[ Chonse ”Nune \ ‘ Apply
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[ Current relation Selected attribute

Relation: Mone MNarme: Mone Type: MNone

Instances: Mone Attributes: Mone Missing: Mone Distinct: None Unigue: Mone
[ Attributes

Load Instances
All Mone

@ Enter the source URL
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OK Cancel

- v" Visualize All

Remove

Statu:
"Welcume to the Weka Explorer ‘ ‘. x0

Enter the URL of the web site followed by the file name, in this example the URL is

http://gaia.ecs.csus.edu/~aksenovs/weather.arff, where weather.arff is the name of the file you
are trying to load from the website.

3.4. Reading data from a database

Data can also be read from an SQL database using JDBC. Click on ‘Open DB..." button,
‘GenericObjectEditor’ appears on the screen.

£ weka Explorer

Prepmcess'} Classify | Cluster | Assaciate | Se es || Visualize
Open file... Open URL... pen DB, Undo Save
Save the working relation to a file
[ Filter
” Chooge ]iﬂune ‘ Apply
- Current relation - Selected attribute
Relation: Mone Mame: None Type: Mone
Instances: Mone Attributes: None Missing: None Distinct: Mane Unigue: None s [ 1 1 I
2 weka.gui.GenericObject | ||D||X|
rAttribute = = = i | i\ )
Al hlone Irvert weka.experiment. InstanceQuery
databaseURL |jdbc:idb=experimems.prp| |
v Visualize All_] password | |
Guery | SELECT * from ? |
sparseData |Fa|se v|
Rern username | |
~Statu: i
| Welcome to the Weka Explorer ‘ " x0 I OFIEI"I... % Save. . ] I OK l I Cancel ]

N\

To read data from a database, click on ‘Open’ button and select the database from a filesystem.



3.5. Preprocessing window

£ Weka Explorer

Preprocess

[ Open file... ] [ Open URL, I I Open DB...

Save the working relation o a file
Filter

Choose  [None

Current relation Selected attribute

Relation: Mone MName: Mone Type: Mone
Instances: Mone Attributes: Mone Migsing: Mone Distinct: Mone Unigue: Mone
Attributes

v | Visualize Al

Status
Welcome to the Weka Explorer Log w %0

At the bottom of the window there is ‘Status’ box. The ‘Status’ box displays messages
that keep you informed about what is going on. For example, when you first opened the
‘Explorer’, the message says, “Welcome to the Weka Explorer”. When you loading
“weather.arff” file, the ‘Status’ box displays the message “Reading from file...”. Once the file is
loaded, the message in the ‘Status’ box changes to say “OK”. Right-click anywhere in ‘Status
box’, it brings up a menu with two options:

1. Available Memory that displays in the log and in ‘Status’ box the amount of
memory available to WEKA in bytes.
2. Run garbage collector that forces Java garbage collector to search for memory

that is no longer used, free this memory up and to allow this memory for new
tasks.

To the right of ‘Status box’ there is a ‘Log’ button that opens up the log. The log records
every action in WEKA and keeps a record of what has happened. Each line of text in the log
contains time of entry. For example, if the file you tried to open is not loaded, the log will have
record of the problem that occurred during opening.

To the right of the ‘Log’ button there is an image of a bird. The bird is WEKA status icon.
The number next to ‘X’ symbol indicates a number of concurrently running processes. When
you loading a file, the bird sits down that means that there are no processes running. The
number of processes besides symbol ‘X’ is zero that means that the system is idle. Later, in
classification problem, when generating result look at the bird, it gets up and start moving that

indicates that a process started. The number next to ‘X’ becomes 1 that means that there is one
process running, in this case calculation.

~

>
w“‘\




If the bird is standing and not moving for a long time, it means that something has gone wrong.
In this case you should restart WEKA Explorer.

Loading data
Lets load the data and look what is happening in the ‘Preprocess’ window.

The most common and easiest way of loading data into WEKA is from ARFF file, using ‘Open
file...” button (section 3.2). Click on ‘Open file...” button and choose “weather.arff” file from your
local filesystem. Note, the data can be loaded from CSV file as well because some databases
have the ability to convert data only into CSV format.

£ Weka Explorer

Preprocess | Classify | Cluster| Associate| Select attributes | Visualize

[ Open file 1 [ Open URL l [ Open DB
Filter
Current relation Selected attribute
Relation: weather Name: outlook Type: Mominal
Instances: 14 Attributes: & Missing: 0 (0%) Distinct: 3 Unigue: 0 (0%)
Attributes | Label Count
sunny |5 |
[ All I l Mane ] I Invert ] ovaiCast ] |
rainy |5 |
Mo, Name
2| ltemperature
T
4 windy Class: play (MNom) | Wisualize All
al |play
[ [
4
— . .
Status
. -

Once the data is loaded, WEKA recognizes attributes that are shown in the ‘Attribute’ window.
Left panel of ‘Preprocess’ window shows the list of recognized attributes:

No. is a number that identifies the order of the attribute as they are in data file,
Selection tick boxes allow you to select the attributes for working relation,
Name is a name of an attribute as it was declared in the data file.

The ‘Current relation’ box above ‘Attribute’ box displays the base relation (table) name and the
current working relation (which are initially the same) - “weather”, the number of instances - 14
and the number of attributes - 5.

During the scan of the data, WEKA computes some basic statistics on each attribute. The
following statistics are shown in ‘Selected attribute’ box on the right panel of ‘Preprocess’
window:

Name is the name of an attribute,

Type is most commonly Nominal or Numeric, and

Missing is the number (percentage) of instances in the data for which this attribute is
unspecified,

Distinct is the number of different values that the data contains for this attribute, and

Unique is the number (percentage) of instances in the data having a value for this attribute that
no other instances have.

10



An attribute can be deleted from the ‘Attributes’ window. Highlight an attribute you would like to

delete and hit Delete button on your keyboard.

By clicking on an attribute, you can see the basic statistics on that attribute. The frequency for
each attribute value is shown for categorical attributes. Min, max, mean, standard deviation

(StdDev) is shown for continuous attributes.

Click on attribute Outlook in the ‘Attribute’ window.

£ Weka Explorer

Preprocess | Classify | Cluster| Associate | Select attributes | Visualize

[ Open file I [ Open URL, l [ Open DB
Filter
Current relation Selected attribute
Relation: weather Name: outlook Type: Mominal
Instances: 14 Aftributes: & Missing: 0 (0%) Distinct: 3 Unigue: 0 (0%)
Attributes | Label Count
|sunny |5 |
[ All ] [ None I I Invert ] ovaiCast ] |
rainy |5 |
| Ma. Name
2| _ltemperature
8 | Mswaize ]
3 windy Class: play (MNom) | visualize Al
al |play

5

Remove

Status
QK

&
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@Ele Edit View Insert Format Tools Data Window
Help Acrobat

DEE S B «- 3 7 A
il
A18 j =

=1=]x]

E3 Microsoft Excel - weather.xls E@g‘

»
A S

A B C D E

1 outlook temperatur humidity windy | play
2

3 | sunny 85 85 f no

4 | sunny 80 90 t no

5 overcast 83 86 f yes
6 rainy 70 96 f yes
7 rainy 68 80 f yes
8 rainy 65 70t no

9 overcast 64 65t yes
10 'sunny 72 95 f no

11 'sunny 69 70 f yes
12 rainy 75 80 f yes
13 'sunny 75 70t yes
14 overcast 72 90 t yes
15 overcast 81 75 f yes
16 rainy 71 91t no

17
M 4> ¥} Sheetl  Sheet2 / |4 |

el

-

Outlook is nominal. Therefore, you can see the following frequency statistics for this attribute in

the ‘Selected attributes’ window:

Missing = 0 means that the attribute is specified for all instances (no missing values),
Distinct = 3 means that Outlook has three different values: sunny, overcast, rainy, and
Unigue = 0 means that other instances do not have the same value as Outlook has.

Just below these values there is a table displaying count of instances of the attribute Outlook.
As you can see, there are three values: sunny with 5 instances, overcast with 4 instances, and
rainy with 5 instances. These numbers match the numbers of instances in the base relation and

table “weather.xls”.

Lets take a look at the attribute Temperature.

11



£ Weka Explorer
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Status
M |4/ » M} Sheetl Sheet2 4
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Temperature is a numeric value; therefore, you can see min, max, means, and standard
deviation in ‘Selected Attribute’ window.

Missing = 0 means that the attribute is specified for all instances (no missing values),

Distinct = 12 means that Temperature has twelve different values, and

Unique = 10 means that other attributes or instances have the same 10 value as Temperature
has.

Temperature is a Numeric value; therefore, you can see the statistics describing the distribution
of values in the data - Minimum, Maximum, Mean and Standard Deviation. Minimum = 64 is the
lowest temperature, Maximum = 85 is the highest temperature, mean and standard deviation.
Compare the result with the attribute table “weather.xIs”; the numbers in WEKA match the
numbers in the table.

You can select a class in the ‘Class’ pull-down box. The last attribute in the ‘Attributes’
window is the default class selected in the ‘Class’ pull-down box.

£ Weka Explorer

Preprocess | Classify | Cluster| Associate | Select attributes | Visualize

[ Open file... } [ Open URL, I [ Open DB... Uni
Filter
Current relation Selected attribute
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You can Visualize the attributes based on selected class. One way is to visualize selected

attribute based on class selected in the ‘Class’ pull-down window, or visualize all attributes by
clicking on ‘Visualize All" button.

£ Weka Explorer
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Filter
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<

3.6. Setting Filters

Pre-processing tools in WEKA are called “filters”. WEKA contains filters for
discretization, normalization, resampling, attribute selection, transformation and combination of
attributes [4]. Some techniques, such as association rule mining, can only be performed on
categorical data. This requires performing discretization on numeric or continuous attributes [5].
For classification example you do not need to transform the data. For you practice, suppose you
need to perform a test on categorical data. There are two attributes that need to be converted:
‘temperature’ and ‘humidity’. In other words, you will keep all of the values for these attributes in
the data. This means you can discretize by removing the keyword "numeric" as the type for the

13



‘temperature’ attribute and replace it with the set of “nominal” values. You can do this by

applying a filter.

In ‘Filters’ window, click on the ‘Choose’ button.

Current relation
Relation: weather
Instances: 14

This will show pull-down menu with a list of available filters. Select Supervised - Attribute >
Discretize and click on ‘Apply’ button. The filter will convert Numeric values into Nominal.

When filter is chosen, the fields in the window changes to reflect available options.

£ Weka Explorer
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Attributes: & Missing: 0 (0%) Distinct: 3 Unigue: 0 (0%)
[ Attributes Label Count
sunny |5
[ All I I Mane I I Invert ] ovaiCast i
rainy 5
\Na. Name
2| ltemperature
3 |humidity
4] |windy ‘0‘359 play (Mom) V|I Visualize Al
al |play
[ [
4
_— . .
Status 1
; -

£ Weka Explorer

PI’EPI’OCESSICIasslfy Cluster| Associate | Select attributes | Visualize

[ Open file ] [ Open URL ] [ Open DB ] [ Undo ] [ Save ]
Filter
[ Iweka Apply
L= Cfilters
= ] supervised Selected attribute
L Jann:uleh s Discretiz Marme: outlook Type: Morninal
& Zitribiteclaction Migsing: O (0%) Distinct: 1 Unigue: 0 (0%)
\Label Count
}sunny [2
[ Jinstance — overcast o
® [ Junsupervised : rainy o
|
]

iC\ass outlook (Morn)

vil Yisualize All

2

Status
Ok

o
[ ] o
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£ Weka Explorer

Preprocess | Classify | Cluster| Associate | Select attributes | Visualize

[ Open file ] [ Open URL ] [ Open DB ] [ Undo ] [ Save ]

Filter

[ Choose |piscretize -R fist-fast

Current relation

- [ Selected attribute
Relation: weather-weka filters. superised. attribute Discretiz Name: outlook

Type: Mominal
Instances: 2 Aftributes: 5 Missing: 0 (0%) Distinct: 1 Unigue: 0 (0%)
Aftributes Lahel Count
sunny [2 |
All I I Mane I I Invert ovaiCast o |
rainy ] |
| Mo. MNarme
2| ltemperature
SRRty Class: outlook (Mom) vi Wisualize All I
4 |windy
al |play
2
Remaove

Status

o
- -

As you can see, there is no change in the value Outlook. Select value Temperature, look at the
‘Selected attribute’ box, the ‘Type’ field shows that the attribute type has changed from Numeric
to Nominal. The list has changed as well: instead of statistical values there is count of instances,
and the count of it is 14 that means that there are 14 instances of the value Temperature.

£ Weka Explorer

Preprocess | Classify | Cluster | Associate | Select attributes | Visualize

[ Open file... ] [ Open URL, I [ Open DB... I I Undo I [ Save, I
Filter
Discretize -R first-last |L_Apply
Current relation Selected attribute
Relation: weather-weka filters. supervised. attribute. Discretiz MName: termperature Type: Morminal
Instances: 14 Attributes: 5 Migsing: O (0%) Distinct: 1 Unigue: 0 (0%)
Attributes Label Count
Al [14 |
[ All ] [ None ] [ Invert ]
| Mo,
| 1|_|outlook
2 ltemperature |
3 |humidity = -
‘ Fids | Class: play (Mo | visualize Al

[ 5[ |play |

14

Remave

Status

: -

Note, when you right-click on filter, a ‘GenericObjectEditor’ dialog box comes up on your screen.
The box lets you to choose the filter configuration options. The same box can be used for
classifiers, clusterers and association rules.

Clicking on ‘More’ button brings up an ‘Information’ window describing what the different options
can do.

15



Preprocess | Classify | Cluster Associate | Select atmbutes?-\f’lsuahzef

[ Open file ] [ Open URL ] [

Open DB ] [ Undo ] [ Save ]

[Filter

;Discrelize -R first-last

(Current relation

(e

~Selected attribute-

Relatinn_orosere sinre

gui.GenericObjectEditor

nzaction
D XI £ Information

weka filters. superdzed. attribute. Discretize
About

An instance filter that discretizes a range of numeric
attributes in the dataset into nominal atributes

| in instence filter that discretizes a range of
| romeric accrivures in the dataset inco nominal

attributelndices | first-last /

| | attributes. Discretization is by Fayyed & Irani's

~

QK

L fl MDL method (the default).
invertSelection {Fa\se V‘
. OPTIONS
makeBinary False v| W attributeIndices - Specify renge of attributes to
‘ act on. This iz a cowma separated list of attribute
useBetterEncading False "‘ indices, with "First” and “last” valid values.
‘ specify an inclusive range with "-". E.mq
usekononenko False V‘ vEirst-3,5,6-10,lagt".
Open... ] [ Save... ] [ OK ] [ Cancel ] invertSelection —- Set attribute selection mode. If
Status
Log w ®0

At the bottom of the editor window there are four buttons. ‘Open’ and ‘Save’ buttons allow you to

save object configurations for future use. ‘Cancel’ button allows you to exit without saving

changes. Once you have made changes, click ‘OK’ to apply them.

4. Building “Classifiers”

Classifiers in WEKA are the models for predicting nominal or numeric quantities. The

learning schemes available in WEKA include decision trees and lists, instance-based classifiers,

support vector machines, multi-layer perceptrons, logistic regression, and bayes’ nets. “Meta”-
classifiers include bagging, boosting, stacking, error-correcting output codes, and locally

weighted learning [4].

Once you have your data set loaded, all the tabs are available to you. Click on the ‘Classify’ tab.

L OX

= Weka Explorer

PfEWasaify | Cluster| Associate| Select attributes | Visualize |
/ Fiter
[chasce_Jwone [T
Current relation - [ Selected attribute I
Relation: weather Mame: temperature Type: Mumeric
Instances: 14 Attributes: 5 Missing: O (0%) Distinct: 12 Unigue: 10 (71%)
[ Attributes || Statistic Walue
hdinimum B4
I All I I Mane I I Invert ] Maxirmurn 85
hdean 73.571
Mo NATe StdDev 6.572
| 1| |outlook
3| |humidity
iy [Cless: play (o) | visualize A
5[ |play
E
5
[ Rermaove
23 745 8
| Status =
ok -

‘Classify’ window comes up on the screen.
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£ Weka Explorer E“El gJ

Preprocess| Classify | Cluster| Associate| Select attributes | Visualize

Classifier

Test options Classifier output

() Use training set
() Supplied test set
@Cross—vahdat\on Falds ‘10 ]

(O Percentage split E

[ Mare options ]

(Mom) play v

Result list (right-click for options)

Status 1
: -

Now you can start analyzing the data using the provided algorithms. In this exercise you will
analyze the data with C4.5 algorithm using J48, WEKA'’s implementation of decision tree
learner. The sample data used in this exercise is the weather data from the file “weather.arff”.
Since C4.5 algorithm can handle numeric attributes, in contrast to the ID3 algorithm from which
C4.5 has evolved, there is no need to discretize any of the attributes. Before you start this
exercise, make sure you do not have filters set in the ‘Preprocess’ window. Filter exercise in
section 3.6 was just a practice.

4.1. Choosing a Classifier

Click on ‘Choose’ button in the ‘Classifier’ box just below the tabs and select C4.5
classifier WEKA -> Classifiers > Trees - J48.

- &
£ Weka Explorer [__lrglg = Weka Explorer
Preprocess | Classtly | Clustar| Associate | Select attributes | Visualize Praprocass| Classify | Cluster| Associate| Select attibutes | Visualize
Classifior Clasaifiar
Chooss roRl 1wtk
L classifers
Test option Classiiar puput # Chbayes er oulpul
- # ) lunctions
{7 st training sot & Tlaay
") Supplied test sat : j,’.:::
&) g 1 = Catwes
5) Cross-valalion  Felds |10 v
_) Percerdags spil ® DecisionStumg
. &3
More optins L]
* LMT
" ® MNP
{Nom) play % { » NETres
. ® RandomFarest
Sant & RandomTree
1 ® REPTme
Result ligf {right-click for opticns) I # UserClassiber
-3
Status Status
ok g | e 0| ox Lo | g 70

4.2. Setting Test Options

Before you run the classification algorithm, you need to set test options. Set test options in
the ‘Test options’ box. The test options that available to you are [2]:
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1. Use training set. Evaluates the classifier on haw well it predicts the class of the
instances it was trained on.

2. Supplied test set. Evaluates the classifier on how well it predicts the class of a set of
instances loaded from a file. Clicking on the ‘Set..." button brings up a dialog allowing
you to choose the file to test on.

3. Cross-validation. Evaluates the classifier by cross-validation, using the number of folds
that are entered in the ‘Folds’ text field.

4. Percentage split. Evaluates the classifier on how well it predicts a certain percentage of

the data, which is held out for testing. The amount of data held out depends on the value
entered in the ‘%’ field.

In this exercise you will evaluate classifier based on how well it predicts 66% of the
tested data. Check ‘Percentage split’ radio-button and keep it as default 66%. Click on ‘More
options...” button.

£ Weka Explorer

Preprocess| Classily | Cluster | Associate | Select attributes | Visualize
Classifier

[ choose Juag-cnos-m2

Test options Classifier output

() Use training set
() Supplied test set

() Cross-validation

%) Percentage spiif % 66
[ Mare options K
-

(Mom) play

Result list {right-click for options)

Status

oK Log w %0

Identify what is included into the output. In the ‘Classifier evaluation options’ make sure that the
following options are checked [2]:

1. Output model. The output is the classification model on the full training set, so that it
can be viewed, visualized, etc.

2. Output per-class stats. The precision/recall and true/false statistics for each class
output.

3. Output confusion matrix. The confusion matrix of the classifier's predictions is included
in the output.

4. Store predictions for visualization. The classifier's predictions are remembered so
that they can be visualized.

5. Set‘Random seed for Xval / % Split’ to 1. This specifies the random seed used when
randomizing the data before it is divided up for evaluation purposes.
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2 Classifier evaluation options E‘E‘g‘
el
Qutput per-class stats

el

[ Output entropy evaluation measures
Cutput confusion matrix

Store predictions for visualization
I:‘ Cutput predictions

[ Cost-sensitive evaluation

Random seed for Xval / % Split 1

[ 0K )

The remaining options that you do not use in this exercise but that available to you are:

6. Output entropy evaluation measures. Entropy evaluation measures are included in

the output.
7. Output predictions. The classifier's predictions are remembered so that they can be

visualized.

Once the options have been specified, you can run the classification algorithm. Click on
‘Start’ button to start the learning process. You can stop learning process at any time by clicking
on ‘Stop’ button.

£ Weka Explorer

F‘repmcesai Classify jC‘UEIE!’ Associate | Select attributes | Visualize

Classifier

[ choose Juag-cnos-m2

Test options Classifier output

() Use training set

() Supplied test set

O Crassvalidation

®

% &

[ Mare options ]

(Mom) play v

Result list {right for options)

Status
: -

When training set is complete, the ‘Classifier’ output area on the right panel of ‘Classify’
window is filled with text describing the results of training and testing. A new entry appears in
the ‘Result list’ box on the left panel of ‘Classify’ window.
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Weka Explorer

iPreprnceas‘ Classify ‘ Cluster | Associate| Select attributes | Visualize|
Classifier
[ Choose |u4m-c0.25 M2 | ‘
Test options ~Classifier output
() Use training set Fun information === &
St
C)Supplledtest Sal - Scheue: weka.clagsifiers.trees.J48 -C 0.25 -M 2
O Crosswalidation  Feles | 10 R weather
Instances: 14
(®) Parcentage split % | BB Attributes: 5
outlook
[ Maore options.. ] temperature |
humidity
(Momj play v windy I
play
Test mode: split 68% train, remainder test
rResu\t list (right-click for options)—— Classifier wodel (full training set) ===
| 748 primed tree
outlook = sunny
|  humidity <= 75: yes (2.0)
| humidicy > 75: no (3.0) v
[Stalu
oK ‘ Lod | ol <0




4.3. Analyzing Results

=== Run information ===

Scheme: weka.classifiers.trees.J48 -C 0.25 -M 2
Relation: weather
Instances: 14
Attributes: 5
outlook
temperature
humidity
windy
play
Test mode: split 66% train, remainder test

=== Classifier model (full training set) ===

J48 pruned tree

outlook = sunny

| humidity <= 75: yes (2.0)
| humidity > 75: no (3.0)
outlook = overcast: yes (4.0)
outlook = rainy

| windy =t: no (2.0)

| windy = f: yes (3.0)

Number of Leaves : 5

Size of the tree : 8

Time taken to build model: 0.06 seconds

=== Evaluation on test split ===

=== Summary ===

Correctly Classified Instances 2 40 %
Incorrectly Classified Instances 3 60 %
Kappa statistic -0.3636

Mean absolute error 0.6

Root mean squared error 0.7746

Relative absolute error 126.9231 %
Root relative squared error 157.6801 %
Total Number of Instances 5

=== Detailed Accuracy By Class ===

TP Rate FP Rate Precision Recall F-Measure Class
0.667 1 0.5 0.667 0.571 yes
0 0333 0 0 0 no

=== Confusion Matrix ===

ab <--classified as

21l|a=yes
20|b=no

Run Information gives you the following information:
e the algorithm you used - J48
e the relation name — “weather”
. number of instances in the relation — 14
. number of attributes in the relation — 5 and the list of the
attributes: outlook, temperature, humidity, windy, play

e the test mode you selected: split=66%

Classifier model is a pruned decision tree in textual form that was
produced on the full training data. As you can see, the first split is
on the ‘outlook’ attribute, at the second level, the splits are on
‘humidity’ and ‘windy’.

In the tree structure, a colon represents the class label that has
been assigned to a particular leaf, followed by the number of
instances that reach that leaf.

Below the tree structure, there is a number of leaves (which is 5),
and the number of nodes in the tree - size of the tree (which is 8).
The program gives a time it took to build the model, which is 0.06
seconds.

Evaluation on test split. This part of the output gives estimates of
the tree’s predictive performance, generated by WEKA's
evaluation module. It outputs the list of statistics summarizing how
accurately the classifier was able to predict the true class of the
instances under the chosen test module. The set of
measurements is derived from the training data.

In this case only 40% of 14 training instances have been
classified correctly. This indicates that the results obtained from
the training data are not optimistic compared with what might be
obtained from the independent test set from the same source. In
addition to classification error, the evaluation output
measurements derived from the class probabilities assigned by
the tree. More specifically, it outputs mean output error (0.6) of
the probability estimates, the root mean squared error (0.77) is
the square root of the quadratic loss. The mean absolute error
calculated in a similar way by using the absolute instead of
squared difference. The reason that the errors are not 1 or 0 is
because not all training instances are classified correctly.

Detailed Accuracy By Class demonstrates a more detailed per-
class break down of the classifier's prediction accuracy.

From the Confusion matrix you can see that one instance of a

class ‘yes’ have been assigned to a class ‘no’, and two of class
‘no’ are assigned to class 'yes'.
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4.4. Visualization of Results

After training a classifier, the result list adds an entry.

/

WEKA lets you to see a graphical representation of the classification tree. Right-click on the

Weka Explorer

Preprocess | Classify | Cluster| Assaciata | Select attriautes | Visualize |
Classifier-

Test options Classifier output- |
() Use training set === Pun information === o
) Supplied test set Scheme: weka.classifiers. trees. 748 —C 0,25 - 2
() Cross-validation olds [ 10 ] ||| Retacion: weather
= || Instances: 14
() Percentage split % | BB ! Attributes: &

_ — outlook
[ Iore options... I teuperature
Tumidity
(Nom) play ~ windy
play
Test mode: split 68% train, remainder test
Result list {right-click for options) === Classifier wodel (full training sew] ===
J4% pruned tree
outlook = sunny
| hmidity <= 75 yes (2.0)
|| humidity > 75: no (3.0) v
Status
OK

entry in ‘Result list’ for which you would like to visualize a tree. It invokes a menu containing the

following items:

Weka Explorer

Classifier-
.Jdﬂ -C 025 -M 2

Test options

Status

Visualize classifier errors

Preprucess‘ Classify ‘ Cluster | Associate| Select attributes | Visualize|

Classifier output

i LiTouiy Ll Lo v = v
() Use training set Incorrectly Classified Instances 3 60 5 -
O o Kappa statistic -0.3636
HMean absolute error 0.5z
O Cross-validation | Root mean squared error 0.8667
: o Relative absolute error 110 %
(@) Percentage split % |B6 ||| Root relative squared error 139.6532 %
7 Total Number of Instances 5
[ More options... I
=== Detailed Accuracy By Class ===
(Worn) play v
TP Rate FP Rate Precision Recall F-Measure Clazz
0.667 1 0.5 0.8667 0.571 ves
o 0.333 ) 0 a no
Result list (right-click for options)
| 7 4 === Confusion Matrix ===
4 - trees.J48 . S
Wiew In main window
Viewr in separate window
Save result buffer
Load model
Save model -
RE S EEE i >

wxﬂ

Select the item ‘Visualize tree’; a new window comes up to the screen displaying the tree.

oK
- Visuglize margin curve
Visalize threshold curve 4
visualize cost curve r
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Weka Classifier Tree Visualizer: 13:37:59 - tree.

Tree View

=sunny” = overcast = rainy

=i m @

WEKA also lets you to visualize classification errors. Right-click on the entry in ‘Result list’ again
and select ‘Visualize classifier errors’ from the menu:

Preprocess| Classify | Cluster | Associate|| Select attributes | Visualize

Classifier

Test options

() Use training set
(O Supplied test set
() Cross-validation

(@) Percentage split % | BB

[ Choose |ue-c025-m2

Classifier output
CULLELLIY GISSSILIT L8 Tanes

Incorrectly Claszified Instances
Kappa statistic

Mean absolute error

Root mean sguared error
Relative shsolute error

Root relative squared error

[ More options

Total Humber of Instances

(Mom) play

Status
OK

=== Detailed Accuracy By Clasg ===

TP Rate FP Rate Precision Recall

0.667 1 0.5 0.687
0 0.333 0 i}

Result list (right-click far options)

== Confusion Matrix ===
Wiew In main window

Wiew In separate window

Save result buffer

Load model
Save madel

@ L) =
3 &0 %
-0.3636
0.5z
0,687

110

139.8532 %
5

s

F-Measure Class
0,571 yes
o no

=l
>

‘“‘AXD

visualize tree

Wisualize margin curve

Visualize threshold curve »
isualize cost curve 4

‘Weka Classifier Visualize’ window displaying graph appears on the screen.

Weka Classifier Visualize: 09:43:07 - rules

o outlook (Morn) ~ | play (Morm)

Select Instance

Plat: weather_predicted

Class colour

Jitter J

Zero

23



On the ‘Weka Classifier Visualize’ window, beneath the X-axis selector there is a drop-
down list, ‘Colour’, for choosing the color scheme. This allows you to choose the color of points
based on the attribute selected. Below the plot area, there is a legend that describes what
values the colors correspond to. In your example, red represents ‘no’, while blue represents
‘yes'. For better visibility you should change the color of label ‘yes’. Left-click on ‘yes’ in the
‘Class colour’ box and select lighter color from the color palette.

S |HSEB | RGB

Recent

Preview

a - B Sample Text Sample Text
Bample Text Sample Text
C Bl

Sample Text Sarnple Text

(o] [(coren ) [ |

To the right of the plot area there are series of horizontal strips. Each strip represents an
attribute, and the dots within it show the distribution values of the attribute. You can choose
what axes are used in the main graph by clicking on these strips (left-click changes X-axis, right-
click changes Y-axis).

Change X - axis to ‘Outlook’ attribute and Y - axis to ‘Play’. The instances are spread out in the
plot area and concentration points are not visible. Keep sliding ‘Jitter’, a random displacement
given to all points in the plot, to the right, until you can spot concentration points.

£ wWeka Classifier Visualize: 12:29:04 - trees.J48 ... Egj
W

W outloak (Mom) | Y play (Norm)

Select Instance v

[ clear J_see | Jiter

Plat: weather_predicted

Class colour

no

On the plot you can see the results of classification. Correctly classified instances are
represented as crosses, incorrectly classified once represented as squares. In this example in
the left lower corner you can see blue cross indicating correctly classified instance: if Outlook =
‘sunny’ - play = ‘yes’.
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Look to the upper left corner of the graph, there are two red squares in this corner. The square
represents incorrectly classified instance. The following is not correct: if Outlook = ‘sunny’ >
play = ‘no’.

Classification Exercise

Use ID3 algorithm to classify weather data from the “weather.arff” file. Perform initial
preprocessing and create a version of the initial dataset in which all numeric attributes should be
converted to categorical data.

5. Clustering Data

WEKA contains “clusterers” for finding groups of similar instances in a dataset. The
clustering schemes available in WEKA are k-Means, EM, Cobweb, X-means, FarthestFirst.
Clusters can be visualized and compared to “true” clusters (if given). Evaluation is based on log
likelihood if clustering scheme produces a probability distribution [4].

For this exercise we will use customer data [6] that is contained in “customers.arff” file
and analyze it with k-means clustering scheme.

E3 Microsoft Excel - customers m[ﬁlR|
BU) Bk Edt Vew [nsert Format Took Data Window Help Acrobat _ |8 X
Dol & B & 7 aml >0 v B U A7
um
F1 d | -
A B C D E I

1 |Income  Age Children  Marital Status Education I~
2

3 25000 a5 3 singha high school

4 15000 25 1 marnad tigh school

L) 20000 40 0 singha tugh school

6 30000 20 0 dwvorced high school

T 20000 25 3 dvorced college

] 70000 B0 0 married college

9 Q0000 30 0 married graduate school

10 200000 45 5 married graduate school

1 100000 50 2 divorced college

12 -
W 4 » W Sheetl ) Sheet2 / Sheetd /|4 [l
Reat

An international online catalog company wishes to group its customers based on common
features. Company management does not have any predefined labels for these groups. Based
on the outcome of the grouping, they will target marketing and advertising campaigns to the
different groups. The information they have about the customers includes income, age, number
of children, marital status, and education. For our exercise we will use a part of the database for
customers in US. Depending on the type of advertising, not all attributes are important. For
example, suppose the advertising is for a special sale on children’s clothes. We will target the
advertising only to the persons with young children. The clustering that you will perform in this
exercise is as follows. The first group of people has young children and a high school degree,
the second group does not have children but has high school degree. The third group has both
children and a college degree. The fourth group has higher income and at least a college
degree. The fifth group has children and higher degree. Different clustering would have been
found by examining either age or marital status.

In ‘Preprocess’ window click on ‘Open file...” button and select “customers.arff” file. Click
‘Cluster’ tab at the top of WEKA Explorer window.
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£ Weka Explorer

Preprocess | Classggal Cluster | Associate | Select attributes | Visualize
Clusterer
=

7 PChose JEm 1100 - -1 5 100-M 1 0E 6

Cluster mode-

(@) Use training set
() Supplied test set
() Percentage split A

(:J Clagses to clusters evaluation

Stare clusters for visualization

Clusterer output

[ Ignore attributes

Result list (right-click for options)

Status
QK

o] ar

5.1. Choosing Clustering Scheme

In the ‘Clusterer’ box click on ‘Choose’ button. In pull-down menu select WEKA >
Clusterers, and select the cluster scheme ‘SimpleKMeans’. Some implementations of K-means

only allow numerical values for attributes; therefore, we do not need to use a filter.

Preprocess | Classiy| Chestor | Associatn | Soloct attribunes | Visualize
Clusterar

Choo? M - 100 -N -1 -8 100 -M 1 DE6

Cluster mode Clustersr output
() \se training sat
") Supphed test set
() Percastage spiit

() Classes 10 clusters evaluation

[ Store clusters for visualization

¢ Weka Explorer r;'rglg

£ Weka Explorer

Clusterar

[ weica
i chustenes

® EM

.

® Cobwab

® FathastFirs)

& MakeDensilyBasedClusterer

Preprocess | Classify| Clustor | Associate | Seloct attibutos | Visusize

Chusturer oulput

[ bgnure alinbutes ] [
Stan [
Rasult lis {ight-chck for aptions) 1
Status Status
o (o] o | o [ios ] e =0

Once the clustering algorithm is chosen, right-click on the algorithm,

“weak.gui.GenericObjectEditor” comes up to the screen. Set the value in “numClusters” box to 5
(instead of default 2) because you have five clusters in your .arff file. Leave the value of ‘seed’
as is. The seed value is used in generating a random number, which is used for making the
initial assignment of instances to clusters. Note that, in general, K-means is quite sensitive to
how clusters are initially assigned. Thus, it is often necessary to try different values and

evaluate the results.
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= Weka Explorer

i Prepmcess" Classwfyl Cluster | Assucwate" Select annbutes” Wisualize

Clusterer
h Choose | SimpleKMeans -N 5 -5 10

Cluster mode ‘ Clusterer output

@ Use training set

= weka.gui.GenericObjectEditor

() Supplied test set

O Percentage split weka, clusterers. SimplekMeans

Aboul
O Clagses to clusters evalu, !

iy Cluster data using the k means algarithm

Stare clusters for visualiz

numClusters |5

lgnore attrib seed | 10

[ Open ] [ Save ] [ Ok

Result list {right-click for optio

[~ Statu:
sl

[ ] g0

5.2. Setting Test Options

Before you run the clustering algorithm, you need to choose ‘Cluster mode’. Click on
‘Classes to cluster evaluation’ radio-button in ‘Cluster mode’ box and select ‘marital_status’ in

the pull-down box below. It means that you will compare how well the chosen clusters match up

with a pre-assigned class (‘marital_status’) in the data.

2 Weka Explorer

| Preprocess | Classify| Cluster | Associate| Select attributes | Visualize|

Clusterer
M Choose | SimplekiMeans - 5 -5 10

~Cluster mode ~Clusterer output

() Use training set
O Supplied test set Sef

() Percentage split Yo

Classes to clusters evaluation

(Norm) marital_status

Stare clusters for visualization

[ Ignore attributes

~Result list {right-click for options)

| Statu:
‘ QK

o] ar

Once the options have been specified, you can run the clustering algorithm. Click on the ‘Start’

button to execute the algorithm.
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Weka Explorer

| Preprocess | Classlfy‘ Cluster ‘ Associate | Select attributes | Visualize |
[ Clusterer

‘ [ choose |simplekeans-15-5 10 | ‘

~Cluster mode

~Clusterer output

() Use training set
O Supplied test set Set

() Percentage split % | BB

@ Clagses to clusters evaluation

Stare clusters for visualization

[ Ignore attributes

“-!eau\l list {right-click for options)

/

Statu:

P BT

When training set is complete, the ‘Cluster’ output area on the right panel of ‘Cluster’
window is filled with text describing the results of training and testing. A new entry appears in

the ‘Result list’ box on the left of the result. These behave just like their classification
counterparts.

L Weka Explorer

| Proprocess | Classify| Cluster | Agsociate | Sslect attributes | Yisualize|
[Clusterer I
‘ [ Choose |simplekMeans -N5-5 10 | ‘
~Cluster mode ~Clusterer output
v T =
() Use training set 3 1 ¢ 11%) aad
() Bupplisd test set Set 4 dizas)
C) Percentage split o | BB
Class attribute: marital status
(@) Classes to clusters evaluation Classes to Clusters:
(Morn) marital_status -
01234 <-- assigned to cluster
Slure clusters for visualization 10001 | single
L 02110 | narried
[ lgnare attributes hid £l Bledtel \
e Cluster 0 <-- No class
Flustés L €. mcerica
Result list (right-click for options) Q|| iueteziziess divorged
i R R S e Cluster 3 <-- No class
Cluster 4 <-- single
Incorrectly clustered instances : 5.0 55.5556 %
¥
£ | >
Statu: 1
oK | Log ‘ %0
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5.3. Analyzing Results

=== Run information ===

Scheme:  weka.clusterers.SimpleKMeans -N 5 -S 10
Relation:  customers

Instances: 9
Attributes: 5
income
age
children
education
Ignored:

marital_status
Test mode: Classes to clusters evaluation on training data

=== Clustering model (full training set) ===
kMeans

Number of iterations: 4
Within cluster sum of squared errors: 3.449558299853908

Cluster centroids:

Cluster 0

Mean/Mode: 22500 30 3 high_school

Std Devs: 3535.5339 7.0711 N/A N/A
Cluster 1

Mean/Mode: 145000 375 0 graduate_school

Std Devs:  77781.7459 10.6066 N/A N/A
Cluster 2

Mean/Mode: 85000 55 0 college

Std Devs: 21213.2034 7.0711 N/A N/A
Cluster 3

Mean/Mode: 15000 25 1 high_school

Std Devs: 0 0 N/A N/A
Cluster 4

Mean/Mode: 25000 30 0 high_school

Std Devs: 7071.0678 14.1421  N/A N/A
=== Evaluation on training set ===

kMeans

Number of iterations: 4
Within cluster sum of squared errors: 6.899116599707816

Cluster centroids:

Cluster 0

Mean/Mode: 22500 30 3 high_school

Std Devs: 3535.5339 7.0711 N/A N/A
Cluster 1

Mean/Mode: 145000 375 0 graduate_school

Std Devs: 77781.7459 10.6066 N/A N/A
Cluster 2

Mean/Mode: 85000 55 0 college

Std Devs: 21213.2034 7.0711 N/A N/A
Cluster 3

Mean/Mode: 15000 25 1 high_school

Std Devs: 0 0 N/A N/A
Cluster 4

Mean/Mode: 25000 30 0 high_school

Std Devs: 7071.0678 14.1421 N/A N/A
Clustered Instances

2 (22%)
2 (22%)
2 (22%)
1(11%)
2 (22%)

A WNRFO

Class attribute: marital_status
Classes to Clusters:

01234 <--assigned to cluster
10001 |single

02110 | married

10101 |divorced

Cluster 0 <-- No class
Cluster 1 <-- married
Cluster 2 <-- divorced
Cluster 3 <-- No class
Cluster 4 <-- single

Incorrectly clustered instances : 5.0 55.5556 %

‘Run Information’ gives you the following information:

o the clustering scheme used: SimpleKMeans with 5 clusters
o the relation name “customers”

e number of instances in the relation — 9

number of attributes in the relation — 6

list of attributes used in clustering

the ignored cluster ‘marital_status’ is an attribute the
clustering is performed on.

The clustering model shows the centroid of each cluster and
statistics on the number and percentage of instances assigned
to different clusters. Cluster centroids are the mean vectors for
each cluster; so, each dimension value and the centroid
represents the mean value for that dimension in the cluster.
Thus, centroids can be used to characterize the clusters.
WEKA generated clusters are:

Cluster 0 shows that this is a segment of cases representing 25
and 35 year old, either single or divorced, people with income
$22,500 in average, who have 3 children.

In cluster 1 there are 30 and 45 year old married people who
do not have children.

In cluster 2 there are 50 and 60 year old married and divorced
people with higher income college degree and no children.
Cluster 3 represents 25 year old married people with one child
lower income and high school degree.

Cluster 4 represents 20 and 40 year old single and divorced
people with lower income, high school degree and no children.

Sum of errors within the clusters is recalculated.

‘Cluster Instances’ section shows the number of instances in
each new cluster.

For example, cluster 3 has 1 instance: people of age 25 who
have one child.

Cluster 4 has 2 instances: people of age 30 in average
(including 20 and 40 y.o.), whose average income is $25,000,
with high school education and no children.

‘Classes to Clusters” represents class (‘marital-status’)
assigned to clusters.

The last line displays the you have 5 number incorrectly
classified instances, which is 55.5 %.
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5.4. Visualization of Results

Another way of representation of results of clustering is through visualization. Right-click

on the entry in the ‘Result list’ and select ‘Visualize cluster assignments’ in the pull-down
window.

£ Weka Explorer

Preprocess | Classify| Cluster | Associate | Select attributes | Visualize
Clusterer

[ choose |simpleKMeans -1 5 -5 10

Cluster mode Clusterer output

o @ & T aasy =
() Use training set e Wi
() Supplied test set 4 2 ( zz3%)

() Percentage split

- Class attribute: marital status
(®) Classes to clusters evaluation Classes to Clusters:
(Morn) marital_status L4

<-- agsigned to cluster

4
Store clusters for visualization 1| single
o
&

| married

[ Ignare attributes | divorced

Cluster 0 <-- No class
Cruster L < aacried

Result list (right-click for options) Clusteryais.s divorced
Cluster 3 <— Mo class

Bans
Wiew In main window
Wiew In separate window
Save result buffer

Load model b
Save model =

(]

tances 5.0 55.5556 %

Status
OK

| 1Y age (Nurn) v

~ | |Select Instance

Jitter J

Class colour

On the ‘Weka Clusterer Visualize’ window, beneath the X-axis selector there is a drop-
down list, ‘Colour’, for choosing the color scheme. This allows you to choose the color of points
based on the attribute selected. Below the plot area, there is a legend that describes what
values the colors correspond to. In your example, seven different colors represent seven
numbers (number of children). For better visibility you should change the color of label ‘3'. Left-
click on ‘3’ in the ‘Class colour’ box and select lighter color from the color palette.

To the right of the plot area there are series of horizontal strips. Each strip represents an
attribute, and the dots within it show the distribution values of the attribute. You can choose
what axes are used in the main graph by clicking on these strips (left-click changes X-axis, right-
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click changes Y-axis). Set X - axis to ‘Cluster’ attribute, Y - axis to ‘Age’. Select ‘Children’ as the
color dimension. You can see the result in a visual rendering of the relationship within each
cluster. For instance, you can note that ‘cluster 0’ represents a group of people of age 25 and
35, who have 3 children, ‘cluster 1’ represents a group of people of age 30 and 45 who do not
have children, ‘cluster 2’ represents 50 and 60 year old people with no children, ‘cluster 3’
represents 25 year old married people with one child, and ‘cluster 4’ represents 20 and 40 year
old people without children.

The initially correctly clustered instances are represented by crosses, incorrectly
clustered once represented as squares. By changing the color dimension to other attributes, you
can see their distribution within each of the clusters.

You may want to save the resulting data set, which included each instance along with its
assigned cluster. To do so, click ‘Save’ button in the visualization window and save the result as
the file “customers_kmeans.arff".

£ Weka Clusterer Visualize: 11:33:18 - SimpleKM... Eg]

#: Cluster (Nom) ~ | 1Y age (Num) v

Colour: children (Nom) ~ | |Select Instance v

Clear Save * Jitter J

Plot: customers_clustered

clusterld
clusterl

Class colour

As you can see, there is a new attribute appeared in the file — ‘cluster’ that was added by
WEKA. This attribute represents the custering done by WEKA.

e | customers_kmeans - Microzoft Word

e dt yew fosert Format Took Table Wndow Help Acrobst

O E & B GQEOED & @ 9 100 »@.

Pan Text + Couritr New ~I0 + BJ U FEEXEE AL EY
B & & Favorkes- | Go- M7

=lafals|«| | C

Coaw- G Mteshepes- ~ wOCH AR »-L-A-STE0F.

Poge 1 Sec 1 11 AL 1 1l Coll
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Clustering Exercise

Use k-means algorithm to bank data from the “bank.arff” file. Perform initial preprocessing and
create a version of the initial data set in which the ID field should be removed and the "children”
attribute should be converted to categorical data.

6. Finding Associations

WEKA contains an implementation of the Apriori algorithm for learning association rules.
This is the only currently available scheme for learning associations in WEKA. It works only with
discrete data and will identify statistical dependencies between groups of attributes, milk, peanut
butter and bread, jelly, beer and diapers, with confidence 40% and support 30%. Apriori can
compute all rules that have a given minimum support and exceed a given confidence.

6.1. Choosing Association Scheme

Click ‘Assaciate’ tab at the top of ‘WEKA Explorer’ window. It brings up interface for the
Apriori algorithm.

£ Weka Explorer

Preprocess | Classify | Cluster| Assaciate | Select attributes | Wisualize

Associator

[(chooze |apperP10-T0-C0.9-00.05-U 1.0-M0.1 -5-1.0-Aflse - -1

Associator output-

Result list (right-click for options)

Status

7 -

The association rule scheme cannot handle numeric values; therefore, for this exercise you will
use grocery store data from the “grocery.arff” file where all values are nominal. Go back to
‘Preprocessing’ section described in part 4 and open “grocery.arff” file.
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£ Weka Explorer

PI’EPI’OCESS:CIasslfy Cluster| Associate | Select attributes | Visualize
[ Open file 1 [ Open URL ] [ Open DB
Filter
Current relation - [ Selected attribute
Relation: grocery_store MName: hread Type: Mominal
Instances: 5 Attributes: & Missing: 1 (20%) Distinct: 1 Unigue: 0 (0%)
Attributes | Label Count
lyes |4 |
All I I Mane I I Invert ino b |
1
20 jelly
3 Toeanul hutter Class: beer (Morm) | Wisualize All
4] Imilk —]
5 lheer
4
Remaove
0
Status
- -

6.2. Setting Test Options

Check the text field in the ‘Associator’ box at the top of the window. As you can see,
there are no other associators to choose and no extra options for testing the learning scheme.

£ Weka Explorer

Preprocess | Classify | Cluster| Associate | Select attributes | Visualize

Associator

Apriuri-N 10-TO.C0.9-DO0O5-U10-M01-5-1.0-Afalse-c-1

Result list {right-click for options)

Associator output

Status
Ok

[ ] o

Right-click on the ‘Associator’ box, ‘GenericObjectEditor’ appears on your screen. In the dialog
box, change the value in ‘minMetric’ to 0.4 for confidence = 40%. Make sure that the default
value of rules is set to 100. The upper bound for minimum support ‘upperBoundMinSupport’
should be set to 1.0 (100%) and ‘lowerBoundMinSupport’ to 0.1. Apriori in WEKA starts with the
upper bound support and incrementally decreases support (by delta increments, which by
default is set to 0.05 or 5%). The algorithm halts when either the specified number of rules is
generated, or the lower bound for minimum support is reached. The ‘significancelLevel’ testing
option is only applicable in the case of confidence and is (-1.0) by default (not used).
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Weka Explorer

‘ Prepmcess" Clagsify H Cluster| Associate | Select annbutes” \/\sual\ze|
Associator

weka.gui.GenericObjectEditor | |

Start || Yeka. associations Apriori

About

Result list (ri

Finds association rules

car ‘Fa\se V‘

classindex ‘-1 ‘

delta |0.05 |

lowerBoundMinSupport ‘D 1 ‘

retricType ‘Cunﬁdence V‘

rinkdetric ‘ 04 ‘

numRules ‘ 10 ‘

removeAllMissingCols ‘Fa\se V‘

significancelevel ‘-1 o ‘

upperBoundMinSupport ‘ 1.0 ‘

Zt;tus [ QOpen... I [ Save I I OK } [ ] ] —‘ ‘ !

Weka Explorer

| F‘repmcesa" Classify | C\ualer‘ Associale | Select allrihutes” Visualize
Associator
[ chonse |apriari-N10-T0-C04-D005-U10-MD1-5-10-Afalss-o-1 |
W P Associator output
Stop
e T rarge roemn =
~Result list (right-click 1 b |
§ize of set of large itemsets L{l): §
Size of set of large itemsets L{2): 7
Size of set of large itemsets L{3): 2
Best rules found:
1. pesrut_butter=yes 3 ==> bread=yes 3  conf:{l}
2. jelly=yes 1 ==» bread=yes 1  conf:(l}
3. jelly=yes 1 ==> peanut_butter=yes 1  conf:{l}
4. jelly=yes peanut butter=yes 1 ==» bread=yes 1  conf:(l}
5. bread=yes jelly-yes 1 ==> peanut _butter=yes 1  conf: (1)
6. jelly=yes 1 ==» bread=yes peanut butter=yes 1  conf:(l}
7. pesnut_butter=yes milk=yes 1 ==» bread=yes 1  conf:(l)
8. bread=yes wilk=yes 1 ==> peanut_butter=yes 1  conf:(l)
9. bread=yes 4 ==> peanut_butter=yes 3  conf:{0.75)
10. milk=yes 2 ==» bread=yes 1  conf:(0.5)
~
| | 2
- Statu:
QK

Once the options have been specified, you can run Apriori algorithm. Click on the ‘Start’ button
to execute the algorithm.
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6.3. Analyzing Results

=== Run information ===

Scheme:  weka.associations.Apriori -N 10-T0-C0.4-D0.05-U1.0-M 0.1 -S -
1.0-Afalse -c -1
Relation:  grocery_store
Instances: 5
Attributes: 5
bread
jelly
peanut_butter
milk
beer
=== Associator model (full training set) ===

Apriori

Minimum support: 0.3
Minimum metric <confidence>: 0.4
Number of cycles performed: 14

Generated sets of large itemsets:
Size of set of large itemsets L(1): 5
Size of set of large itemsets L(2): 7
Size of set of large itemsets L(3): 2
Best rules found:

1. peanut_butter=yes 3 ==> bread=yes 3 conf:(1)

2. jelly=yes 1 ==> bread=yes 1 conf:(1)

3. jelly=yes 1 ==> peanut_butter=yes 1  conf:(1)

4. jelly=yes peanut_butter=yes 1 ==> bread=yes 1 conf:(1)
5. bread=yes jelly=yes 1 ==> peanut_butter=yes 1 conf:(1)
6. jelly=yes 1 ==> bread=yes peanut_butter=yes 1  conf:(1)
7. peanut_butter=yes milk=yes 1 ==> bread=yes 1  conf:(1)
8. bread=yes milk=yes 1 ==> peanut_butter=yes 1  conf:(1)
9. bread=yes 4 ==> peanut_butter=yes 3 conf:(0.75)

10. milk=yes 2 ==> bread=yes 1  conf:(0.5)

Association Rules Exercise

Run Information gives you the following information:

e the scheme for learning association we used - Apriori

e the relation name — “grocery_store”

e number of instances in the relation — 5

. number of attributes in the relation — 4 and the list of
attributes

The results for Apriori algorithm are the following:

First, the program generated the sets of large itemsets found for
each support size considered. In this case five item sets of
three items were found to have the required minimum support.

By default, Apriori tries to generate ten rules. It begins with a
minimum support of 100% of the data items and decreases this
in steps of 5% until there are at least ten rules with the required
minimum confidence, or until the support has reached a lower
bound of 10% whichever occurs first. The minimum confidence
is set 0.4 (40%). As you can see, the minimum support
decreased to 0.3 (30%), before the required number of rules
can be generated. Generation of the required number of rules
involved a total of 14 iterations.

The last part gives the association rules that are found. The
number preceding = => symbol indicates the rule’s support, that
is, the number of items covered by its premise. Following the
rule is the number of those items for which the rule’s
consequent holds as well. In the parentheses there is a
confidence of the rule.

Use Apriori algorithm to generate association rules for Iris data from the “iris.arff” file. Perform
initial preprocessing and create a version of the initial data set in which the numeric attributes

should be converted to categorical data.

7. Attribute Selection

Attribute selection searches through all possible combinations of attributes in the data
and finds which subset of attributes works best for prediction [1]. Attribute selection methods
contain two parts: a search method such as best-first, forward selection, random, exhaustive,
genetic algorithm, ranking, and an evaluation method such as correlation-based, wrapper,
information gain, chi-squared. Attribute selection mechanism is very flexible - WEKA allows
(almost) arbitrary combinations of the two methods [4].

For this exercise you will use weather data from the “weather.arff” file. To begin an

attribute selection, click ‘Select attributes’ tab.
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£ Weka Explorer

Preprocess | Classify | Cluster| Associate| Sglect atiributes | Visualize
Attribute Evaluator

ChsSubsetEval

Search Method

[ Chovse |pestrirst-D 15

Attribute Selection Mode | Attribute selection output

(@) Use full training et |

() Cross-validation L

{Nom) play v

Result list (right-click for options)

Status-

. -

7.1. Selecting Options

To search through all possible combinations of attributes in the data and find which
subset of attributes works best for prediction, make sure that you set up attribute evaluator to
‘CfsSubsetEval’ and a search method to ‘BestFirst’. The evaluator will determine what method
to use to assign a worth to each subset of attributes. The search method will determine what
style of search to perform.

The options that you can set for selection in the ‘Attribute Selection Mode’ box are [2]:

1. Use full training set. The worth of the attribute subset is determined using the
full set of training data.

2. Cross-validation. The worth of the attribute subset is determined by a process
of cross-validation. The ‘Fold’ and ‘Seed’ fields set the number of folds to use
and the random seed used when shuffling the data.

Specify which attribute to treat as the class in the drop-down box below the test options.

Once all the test options are set, you can start the attribute selection process by clicking
on ‘Start’ button.

£ Weka Explorer i | ¢ Weka Explorer
Preprocess | Classify | Clustor| Associate| Select altibutes | Visualize Preprocass | Classiy | Clustnr| Associatn| Sulect stinbules | Visualize
Atribute Evaluaios Agtribute Evaluator
| thoose |crsubsstval Chovse | CrSubsetEval
Suarch Muthod Suarch Method
| Choose |BewtFimt-D1-NS | Chaose |Bastiime-0 1 N5
Adtribute Selection Mods Adtribute sslection output Adtribute Selaction Moda Attributa salaction pulput
(%) g full training wut . (%) Ligs full braining sut =
() Crogs-vabdation () Crosswalidation === AEEribute Selection oo all input dats ===

Search Wetnod:
Beae £
Start

(Mem) play L) (Mem) play ~ attributes

Seazch dir Eorward

| Stant | | Sturt | Stale search after § node expansions
g Total mmber of rubsecs evaluated: 11
Rsult figt {righ for optins) Rgult fig) {right-chck for op! MeEit of best mumser found: 0196
15: 7320 - BestFirst + Cis5: vl
ALtriiute Subset Evalustor (supervised, Class [neainal): § plag):
CFS Subset Evaluatox

Selecced acezibuzesr 1 : 1
outlook

Stalus Stalus

i (] o] o (=) e
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When it is finished, the results of selection are shown on the right part of the window and entry

is added to the ‘Result list’.

7.2. Analyzing Results

=== Run information ===

Evaluator: weka.attributeSelection.CfsSubsetEval
Search: weka.attributeSelection.BestFirst -D 1 -N 5
Relation: weather
Instances: 14
Attributes: 5

outlook

temperature

humidity

windy

play
Evaluation mode: evaluate on all training data

=== Attribute Selection on all input data ===

Search Method:
Best first.
Start set: no attributes
Search direction: forward
Stale search after 5 node expansions
Total number of subsets evaluated: 11
Merit of best subset found: 0.196

Attribute Subset Evaluator (supervised, Class (nominal): 5

play):
CFS Subset Evaluator

Selected attributes: 1: 1
outlook

7.3. Visualizing Results

Right-click on the entry in the ‘Result list'.

reduced data’.

Run Information gives you the following information:

. the evaluator we used — CfsSubsetEval

the search method - BestFit

the relation name — “weather”

number of instances in the relation — 14

number of attributes in the relation — 5 and the list of
attributes

The search method selected is the Best Fit. The software
started search with no attributes, and it is forward search. We
evaluated 11 subsets and the merit of the best subset is 0.196.

The attribute evaluator used is CFS Subset Evaluator. We used
supervised learning with labels in the attribute ‘play’.

The selected attribute for prediction is ‘outlook’.

From the pull-down menu select ‘Visualize
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£ Weka Explorer

Preprocess | Classify | Cluster| Associate| Select attributes | wvisualize
Aftribute Evaluatar

CfsSubsetEval

Search Method

BestFirst-D 1 -5

Attribute Selection Maode Attribute selection output

(@) Use full training set BRI NEOINA G on e e
() Cross-validation Evaluator:  weka.attributeSelection.CEsSubsetEval
Search: weka, attributedelection.BestFirst -D 1 N §
Relation: weather
Instances: 14
Attributes: §

outlock

umidiey
R

(Mom) play L3

st (right-click for options) windy

destFirst + C seth
Wien in main window

View in separate window
Save result buffer

valuate on all training data

on on all input data ===

Search Method:

v

Status

7 (o]

In the window below you can see a prediction for ‘play’ depending on the ‘outlook’. For better
visibility the color of label ‘yes’ was changed to the lighter one and ‘Jitter’ was slid to the right to
see concentration points.

In the WEKA visualization window, beneath the X-axis selector there is a drop-down list,
‘Colour’, for choosing the color scheme. This allows you to choose the color of points based on
the attribute selected. Below the plot area, there is a legend that describes what values the
colors correspond to. In your example, red represents ‘no’, while blue represents ‘yes’. For
better visibility you should change the color of label ‘yes’. Left-click on ‘yes’ in the ‘Class colour’
box and select lighter color from the color palette.

To the right of the plot area there are series of horizontal strips. Each strip represents an
attribute, and the dots within it show the distribution values of the attribute. You can choose
what axes are used in the main graph by clicking on these strips (left-click changes X-axis, right-
click changes Y-axis).

Change X - axis to ‘Outlook’ attribute and Y - axis to ‘Play’. The instances are spread out in the
plot area and concentration points are not visible. Keep sliding ‘Jitter’, a random displacement
given to all points in the plot, to the right, until you can spot concentration points.

& Weka Explorer: Visualizing westher-weka.filters. unsupervised. attribute. Remave-v-21,5 [ |3

i gl (M) w ¥ play o) v

Colour. ph v || Select Instance

e 3
- - - &
Plot: wiather-wka ilers. unsupenised altribule. Remoe-V-11.5
O

Class colour

The prediction is as follows: if the ‘outlook’ is sunny, play = ‘yes’, and if the ‘outlook’ is ‘rainy’,
play = ‘no’, which is very likely to happen. There are few instances displayed in the window that
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may or may not happen: if ‘outlook’ = ‘sunny’, ‘play’ = ‘no’ and if ‘outlook’ = ‘rainy’, ‘play’ = ‘yes’.

Note, in this section there are no correcty or incorrectly classified symbols in the graph because

the result is based on probability.

8. Data Visualization

WEKA's visualization allows you to visualize a 2-D plot of the current working relation.

Visualization is very useful in practice, it helps to determine difficulty of the learning problem.

WEKA can visualize single attributes (1-d) and pairs of attributes (2-d), rotate 3-d visualizations

(Xgobi-style). WEKA has “Jitter” option to deal with nominal attributes and to detect “hidden”

data points [4].

To open Visualization screen, click ‘Visualize' tab.

£ Weka Explorer

play

Preprocess | Classify | Cluster| Associate | Select attributes | ¥isugd
Plot Matrix outlook temperature humidity! windy

play

PlotSize: [100] . J

Colaur: play (Nom)

Class Colour

PointSize: [1] J

Jitter: 1 : Select Attributes

v| [ SubSample % | 100

Status
Ok

[ ] o

Select a square that corresponds to the attributes you would like to visualize. For example, let's

choose ‘outlook’ for X — axis and ‘play’ for Y — axis. Click anywhere inside the square that

corresponds to ‘play on the left and ‘outlook’ at the top.
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£ Weka Explorer

Preprocess | Classify | Cluster| Associate | Select attributes | Visualize

Plot Matrix outlook temperature humidity windy play

play

" [x: outlook ¥ play (click o enlarge)]
|

windy

PlotSize: [100]
Poinigize: [1] ]
Jitter: 1 Select Attributes
Colour: play [Nom) v SubSample % 100
Class Colour
Fes n
Status
oK Log 'a) x0

A ‘Visualizing weather’ window appears on the screen.

£ Weka Explorer: Visualizing weather

¥ outlook (Nom) ~ Y. play (Nom) v

Colour: play {Nom} ~ | [Select Instance -

o ]

Plot: weather

Class colour

8.1. Changing the View

In the visualization window, beneath the X-axis selector there is a drop-down list,
‘Colour’, for choosing the color scheme. This allows you to choose the color of points based on
the attribute selected. Below the plot area, there is a legend that describes what values the
colors correspond to. In your example, red represents ‘no’, while blue represents ‘yes’. For
better visibility you should change the color of label ‘yes’. Left-click on ‘yes’ in the ‘Class colour’
box and select lighter color from the color palette.

To the right of the plot area there are series of horizontal strips. Each strip represents an
attribute, and the dots within it show the distribution values of the attribute. You can choose
what axes are used in the main graph by clicking on these strips (left-click changes X-axis, right-
click changes Y-axis).

The software sets X - axis to ‘Outlook’ attribute and Y - axis to ‘Play’. The instances are spread
out in the plot area and concentration points are not visible. Keep sliding ‘Jitter’, a random
displacement given to all points in the plot, to the right, until you can spot concentration points.
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The results are shown below. But on this screen we changed ‘Colour’ to temperature.
Besides ‘outlook’ and ‘play’, this allows you to see the ‘temperature’ corresponding to the
‘outlook’. It will affect your result because if you see ‘outlook’ = ‘sunny’ and ‘play’ = ‘no’ to
explain the result, you need to see the ‘temperature’ — if it is too hot, you do not want to play.
Change ‘Colour’ to ‘windy’, you can see that if it is windy, you do not want to play as well.

i Weka Explorer: Visualizing weather

# outlook (Mom) ~ ||V play (Mor) v

Colour: termperature (Nurn) ~ ||Select Instance v

Jitter

Plat: weather

Class colour

r T 1
64 745 25

8.2. Selecting Instances

Sometimes it is helpful to select a subset of the data using visualization tool. A special
case is the ‘UserClassifier’, which lets you to build your own classifier by interactively selecting
instances. Below the Y — axis there is a drop-down list that allows you to choose a selection
method. A group of points on the graph can be selected in four ways [2]:

1. Select Instance. Click on an individual data point. It brings up a window listing
attributes of the point. If more than one point will appear at the same location, more than
one set of attributes will be shown.

é"_Weka : Instance info E-g]

Flot : Master Flot
Instance: 12z
outlook : owvercast
temperature : 81.0
hmidity : 75.0
windy : £
play : yes

2. Rectangle. You can create a rectangle by dragging it around the points.
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£ Weka Explorer: Visualizing weather

3 outlook (Mom) w ||V play (Mom) v
Colour: ternperature (Nurn) Al Rectangle -
[ Submit H Clear ” Save I Jitter J
Plat: weather
« I,
.
-
]
v
v
Class colour
T T 1
&4 748 B85

3. Polygon. You can select several points by building a free-form polygon. Left-click on
the graph to add vertices to the polygon and right-click to complete it.

£ Weka Explorer: Visualizing weather

3 outlook (Mom) w ||V play (Mom) v
Colour: ternperature (Nurn)
[ Submit H Clear ” Save I Jitter J
Plat: weather
* T
ST
N
-
v ]
v
Class colour
T T 1
&4 748 B85

4. Polyline. To distinguish the points on one side from the once on another, you can build
a polyline. Left-click on the graph to add vertices to the polyline and right-click to finish.
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£ Weka Explorer: Visualizing weather ﬁ
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Once the area has been selected it is colored gray. You can click on ‘Submit’ button to
remove the points outside the gray area. To erase selected (gray) area without affecting the
graph, click on ‘Clear’ button. When you clicked on ‘Submit’ button, it changes to ‘Reset’ button.
By clicking on ‘Reset’ button, you can undo all changes and restore the original graph. To save
all your currently visible instances to ARFF file, click on ‘Save’ button.

9. Conclusion

This concludes WEKA Explorer Tutorial. You have covered a lot of material since the
Tutorial Introduction. There is a lot more to learn about WEKA than what you have covered in
these seven exercises. But you have already learned enough to be able to analyze your data
using preprocessing, classification, clustering, and association rule tools. You have learned how
to visualize the result and select attributes. This knowledge will prove invaluable to you. If you
plan to do any complicated data analysis, which require software flexibility, | recommend you to
use WEKA's ‘Simple CLI' interface. So, are you ready yet? Probably not. You have few new
tools, but practice makes perfect. Good luck with your data analysis.
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