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Abstract—We develop a method for the formation of spotlight-mode synthetic aperture radar (SAR) images with enhanced features. The approach is based on a regularized reconstruction of the scattering field which combines a tomographic model of the SAR observation process with prior information regarding the nature of the features of interest. Compared to conventional SAR techniques, the method we propose produces images with increased resolution, reduced sidelobes, reduced speckle and easier-to-segment regions. Our technique effectively deals with the complex-valued, random-phase nature of the underlying SAR reflectivities. Efficient and robust numerical solution is achieved through extensions of half-quadratic regularization methods to the complex-valued SAR problem. We demonstrate the performance of the method on synthetic and real SAR scenes.
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I. INTRODUCTION

SYNTHETIC aperture radar (SAR) is a microwave sensor which is capable of producing high-resolution images of the earth’s surface. A SAR system sends electromagnetic pulses from a radar mounted on an airborne or spaceborne platform to a particular area of interest on the ground and records the return signals. In order to achieve high cross-range resolution, SAR collects data from multiple observation points, and focuses the received information coherently to obtain a high-resolution description of the scene. The all-weather, high resolution, and large area coverage rates of the SAR phenomenology have led to its increased use in surveillance, as well as growing interest in automated processing techniques, wherein features extracted from the formed imagery are used for automatic target detection and recognition.

There are two distinct modes in which a SAR imaging system can operate: stripmap-mode SAR, and spotlight-mode SAR. In stripmap-mode SAR, the antenna remains fixed with respect to the radar platform so that the antenna beam sweeps out a strip on the ground. In spotlight-mode, the antenna is steered to continuously illuminate a single spot of terrain. We focus on spotlight-mode SAR in this paper. The conventional technique for the formation of spotlight-mode SAR imagery is the polar format algorithm [1], [2]. This approach while straightforward, has certain shortcomings. First, the resolution of the formed images is limited by the SAR system bandwidth. This complicates point scatterer localization for automated recognition tasks. In addition, the images suffer from speckle and sidelobe artifacts. These artifacts complicate region segmentation for shape-based recognition.

Regularization methods have been used in real-valued image restoration [3], [4], as well as image reconstruction problems such as medical tomography [5], [6] to obtain improved image estimates in the face of data degradation. The simplest and most common approach is to use quadratic functions of the unknown quantities, which leads to Tikhonov regularization [7], [8]. These methods lead to computationally straightforward optimization problems, but they suppress useful features in the resulting imagery, such as edges. Recently, considerable effort has been spent in designing alternative, nonquadratic constraints which preserve such features. Methods based on these nonquadratic constraints have been successfully used in edge-preserving regularization in image restoration [4] and computer assisted tomography [5], [6]. Unlike these standard image processing problems, SAR involves complex-valued reflectivities. The complex nature of SAR captures both amplitude scaling and phase shifting of the transmitted waveform by the underlying scatterers. For most SAR scenes, the phase of the reflectivity at a certain location can be modeled to be random, and uncorrelated with the phase at other locations [9]. This complex-valued nature of SAR scenes makes extension and application of real-valued regularization methods challenging.

To address these challenges, we develop a new technique for SAR image formation based on a regularized image reconstruction framework. Our method uses an explicit tomographic model relating the SAR observations to the complex-valued unknown scene. This model facilitates the incorporation of information about properties of the particular SAR sensor and measurement parameters into the processing. In addition, prior information regarding the underlying scene or features of interest are captured through a set of nonquadratic constraints on the complex field values. The resulting optimization problems can be costly, and so we present an efficient iterative method for solving such problems by extending half-quadratic optimization techniques [10], [11]. Our method provides an extension of real-valued feature-preserving image reconstruction methods [4], [5] to the SAR imaging problem. The outcomes of this approach are increased resolvability of point-scatterers, enhancement of object shapes, reduced sidelobes and reduced speckle. The method is also robust to limited quality or quantity of data.

In Section II, we briefly discuss conventional, as well as recently proposed relevant SAR image reconstruction methods.
Section III contains necessary mathematical preliminaries, including the model of the SAR observation process used in this paper. In Section IV, we present our approach to SAR image reconstruction. Section V contains experimental results, and Section VI concludes the paper.

II. PREVIOUS WORK

The standard spotlight-mode SAR image formation algorithm, used in essentially all systems today, is the polar format algorithm [1], [2]. This algorithm is based on the fact that spotlight-mode SAR observations (after demodulation) are samples of the Fourier transform of the unknown field on a polar grid in the spatial frequency domain, as shown in Fig. 1 [1], [12]. In the polar format algorithm, the data are first interpolated to a Cartesian grid, and then an inverse two-dimensional (2-D) fast Fourier transform (FFT) is employed for image formation. Before FFT processing, the data can be windowed to reduce sidelobe levels. Another image reconstruction method, suggested by the tomographic formulation of SAR [13], is the filtered backprojection (FBP) algorithm [13]–[15]. Both the polar format and the FBP algorithms are based on the inverse operator for the case when perfect data are available throughout the spatial frequency domain. These methods have no explicit mechanism to counter any imperfection in the data. Although there are algorithmic differences between the two methods, the reconstructions they produce are very similar. We will call these methods the conventional methods for SAR image formation.

In conventional methods, image resolution is limited by the system bandwidth. Since peaks in the spectrum of the observed signal correspond to strong point scatterers in the scene, one idea to overcome this limit is to use modern 2-D spectral estimation methods [16] rather than a Fourier transform for forming the SAR image [17]–[20] (assuming that polar to rectangular resampling has already been done). In addition to resolution improvement, other motivations suggested for the application of these methods are to remove sidelobe artifacts, and to reduce speckle [17]. When applied to SAR imaging, spectral estimation-based methods are quite successful in preserving gain on ideal point scatterers, however most spectral estimation-based methods reduce gain on nonpointlike scatterers such as trees, and they fail to improve the quality of images containing objects with distributed features. A comprehensive comparison of various spectral estimation methods in SAR can be found in [17]. These methods provide no explicit means to accentuate one type of feature over another.

Another way of increasing the resolution beyond the Fourier limit is to perform data extrapolation in the frequency domain by estimating samples outside the annular data region through the use of linear prediction filters [21]–[23]. There has also been some recent limited attempt to compare the performance of spectral estimation-based methods with data extrapolation-based methods. For example in [24], it has been reported that spectral estimation-based techniques have a degraded performance with real world targets (unlike with point targets), and may cause some loss of information about the target, whereas data extrapolation techniques offer increased resolution and better overall performance in these cases. On the other hand, according to [25], data extrapolation-based methods do not yield particularly good results, since they introduce significant amounts of noise.

Finally, there also exists some limited previous work taking an estimation-theoretic approach to the problem. These methods are closest in spirit to our method. In [26], a regularized inversion method has been proposed for stripmap-mode SAR, which involves deconvolution of the projections of the field by Tikhonov-type regularization, followed by backprojection. In [27], an estimation-theoretic $L_1$-norm-based approach has been proposed for imaging closely-spaced multiple moving scatterers over a given spatial region. Finally, a class of approaches for SAR imaging based on entropy methods has been developed [28]–[32]. These methods appear to offer good noise suppression properties, however the experimental results in published work are too limited to show other possible advantages over conventional methods. Rather than realistic SAR scenes, most results involve simple examples, such as two isolated point scatterers [28], a synthetic scene with reflectivity $1 - j$ in the target region and zero in the background (hence, not random phase) [30], [31], and a small scene consisting of straight lines and isolated point scatterers [32]. The method in [30], [31] also requires post-processing (median filtering) to reduce some of the artifacts. The recent entropy-based work in [32] considers the problem of imaging extended (distributed) targets, however the method uses smoothness constraints which are built on the real and imaginary components of the field, rather than on the magnitudes directly, unlike our approach.

III. SPOTLIGHT-MODE SAR OBSERVATION MODEL

The ground-plane geometry for spotlight-mode SAR is shown in Fig. 2. Data are collected by a radar traversing a flight path and pointing at a fixed ground patch. At points corresponding to equal angular increments, high-bandwidth pulses are transmitted and returns from the ground patch of radius $L$ are then received and processed to form an image of the complex reflectivity field $f(x, y)$. The most commonly used pulses are linear FM chirp signals

$$s(t) = \begin{cases} e^{j(\omega_0 t + k_0 t^2)}, & |t| \leq \frac{T_p}{2} \\ 0, & \text{otherwise} \end{cases}$$

(1)
where $\omega_0$ is the carrier frequency and $2\Omega$ is the chirp rate. Suppose the radar transmits the real part of such a signal at the instant when the angle between the $x$ axis and the $x'$ axis is $\theta$, and the distance between the airplane and the center of the patch is $R_\theta$. The return signal from the scene is mixed (multiplied) with a reference chirp signal and low-pass filtered. Assuming that $R_\theta \gg L$, so that curvature of the wavefront is negligible [13], and neglecting a quadratic phase term, the signal demodulated in this way is given by [1]

$$
\begin{align*}
    r_\theta(t) &= \frac{1}{4\pi} \iint_{x^2 + y^2 \leq L^2} f(x, y) \exp\{-j\Omega(t) \cdot \left(x \cos \theta + y \sin \theta\right)\} \, dx \, dy.
\end{align*}
$$

Here, $\Omega(t) = (2\Omega)(\omega_0 + 2\Omega(t - (2R_\theta/c)))$ serves as the radial spatial frequency, and $c$ is the speed of light. Note that $r_\theta(t)$ is a finite slice at angle $\theta$ from the 2-D Fourier transform of the field $f(x, y)$.

In practice, the observations at the $i$th observation angle $\theta_i$ are samples $r_{\theta_i}(t_j)$ of the continuous received signal $r_\theta(t)$ at sampling times $t_j$. Let $\mathbf{r}_{\theta_i}$ be the vector of these observed samples, $\mathbf{C}_{\theta_i}$ be a discretized approximation to the observation kernel in (2), and $\mathbf{f}$ be a vector of the unknown sampled reflectivity image. Then, overall, we can write

$$
\begin{align*}
    \mathbf{r} &= \begin{bmatrix} r_{\theta_1} \\ r_{\theta_2} \\ \vdots \\ r_{\theta_P} \end{bmatrix} = \begin{bmatrix} \mathbf{C}_{\theta_1} \\ \mathbf{C}_{\theta_2} \\ \vdots \\ \mathbf{C}_{\theta_P} \end{bmatrix} \mathbf{f}
\end{align*}
$$

where $P$ is the total number of angular observation points. The data in $\mathbf{r}$ are the sampled phase histories, and are confined to an annular region in the spatial frequency plane as shown in Fig. 1.

By use of the projection-slice theorem [14], the observed signal $r_\theta(t)$ can also be identified as a band-pass filtered Fourier transform of the projections of the field [13]

$$
\begin{align*}
    r_\theta(t) &= \int_{|u| \leq L} q_\theta(u) \exp\{-j\Omega(t)u\} \, du
\end{align*}
$$

where $q_\theta(u)$ is the projection at angle $\theta$ of $f(x, y)$. Based on (2) and (4), we can also obtain a discrete data relationship between the field $\mathbf{f}$ and band-pass filtered projections. In particular, we can obtain samples of the band-pass projectional information by an inverse discrete Fourier transform (IDFT) of the sampled data $\mathbf{r}_{\theta_i}$, $i \in \{1, \cdots, P\}$, at each observation angle. By stacking the results from all observation angles, we obtain

$$
\begin{align*}
    \mathbf{q} &= \mathbf{F}^{-1} \mathbf{r} = \mathbf{F}^{-1} \mathbf{Cf} = \mathbf{Tf}
\end{align*}
$$

where $\mathbf{F}$ is a matrix whose blocks perform a DFT at each observation angle, and $\mathbf{T} = \mathbf{F}^{-1} \mathbf{C}$ represents a complex-valued discrete “SAR projection operator.” The data $\mathbf{q}$ obtained in this way are the range profiles.

In the presence of noise, our model of the SAR range profile observations becomes

$$
\begin{align*}
    \mathbf{g} &= \mathbf{Tf} + \mathbf{w}
\end{align*}
$$

where $\mathbf{w}$ accounts for additive measurement noise. This is the relationship we will use in our method. A similar observation relationship could also be written in terms of the phase histories $\mathbf{r}$ and the matrix $\mathbf{C}$, however we will use (6) in our scheme, since the sparser nature of $\mathbf{T}$ offers computational advantages. Note that, since this system model relates reflectivities to measurements directly, we will not require polar to rectangular resampling.

---

1Note $\Omega(t)$ is limited to a finite spatial frequency interval, because the observation duration $t$ is limited, and the chirp rate $\alpha$ is finite (equivalently $s(t)$ is narrow-band). Also $\Omega(t)$ is offset from the origin of the spatial frequency plane due to $\omega_0$. 

---

Fig. 2. Basic ground-plane geometry for spotlight-mode SAR data collection.
IV. PROPOSED METHOD

We formulate the SAR image reconstruction problem as the following optimization problem

$$\hat{f} = \arg \min_f J(f)$$  \hspace{1cm} (7)

where we choose $J(f)$ to be an objective function of the following form:

$$J(f) = ||g - Tf||^2_k + \lambda_1||f||^2_{k_1} + \lambda_2||D[f]||^2_k$$  \hspace{1cm} (8)

where $|| \cdot ||_k$ denotes the $\ell_k$-norm, $D$ is a discrete approximation to the 2-D derivative operator (gradient), $[f]$ denotes the vector of magnitudes of the complex-valued vector $f$, and $\lambda_1$, $\lambda_2$ are scalar parameters. The formulation of (7), (8) starts from the observed range profiles and is not simply a post-processing of a formed image.

The first term in the objective function (8) is a data fidelity term, which incorporates the tomographic SAR observation model (6), and thus information about the observation geometry. The second and third terms in (8) incorporate prior information regarding both the behavior of the field $f$, and the nature of the features of interest in the resulting reconstructions. These terms are aimed at enhancing point-based and region-based features respectively. The relative magnitudes of the parameters $\lambda_1$ and $\lambda_2$ determine the relative emphasis on these two types of features.

This reconstruction problem can also be obtained through Bayesian means. If we assume that the observation noise in (6) is independent identically distributed complex Gaussian noise (the most commonly used statistical model for radar measurement noise [28], [33]), and the prior probability density function for the field is given by

$$p(f) \propto \exp[-\mu(\lambda_1||f||^2_k + \lambda_2||D[f]||^2_k)]$$  \hspace{1cm} (9)

with $\mu$ a constant, then the corresponding maximum a posteriori estimate of $f$ is the solution of (7), (8). We again see that the second and third terms in (8) pertain to the inclusion of prior information. In Sections IV-A and IV-B, we will discuss in more detail the reasoning behind our particular choices for these prior information terms.

A. Enhancement of Point-based Features by $||f||^2_k$

Many object recognition methods rely on locations of dominant point scatterers extracted from SAR images [34], [35] and one of our objectives is to produce images in which such features are enhanced. In applications such as nuclear magnetic resonance (NMR) spectroscopy [36] and astronomical imaging [37], similar objectives have previously been achieved by using maximum entropy methods. These approaches provide reconstructions with good energy concentration (i.e., most elements are small and a few are very large). It has been shown that similar behavior can be obtained using minimum $\ell_k$-norm reconstruction [38]. In spectral analysis, $\ell_k$-norm constraints, where $k < 2$, have been shown to result in higher resolution spectral estimates compared to the $\ell_2$-norm case (which is proportional to the periodogram) [39]. Based on these observations, we use a prior term of the form $||f||^2_k$ with $k \leq 1$. This function imposes an energy-type constraint on the solution, and aims to suppress artifacts and increase the resolvability of scatterers. Note that a smaller value of $k$ implies less penalty on large pixel values as compared to a larger $k$. This favors a field with a smaller number of dominant scatterers, and results in better preservation of the scatterer magnitudes.

From a statistical point of view, the use of a single prior term based on $||f||^2_k$, would be equivalent to a prior model on $f$ which assumes independent identically distributed pixels with a circular3 generalized Gaussian density [40]. Two particular cases of the density would be, $k = 2$ leading to a Gaussian prior, and $k = 1$ leading to a Laplacian prior for each complex-valued pixel.

B. Enhancement of Region-Based Features by $||D[f]||^2_k$

SAR recognition algorithms also use region-based shape features [41], [42]. As an example, shapes of the object, shadow, and background regions are used for target classification. With conventional SAR images, segmentation of such regions is particularly difficult due to speckle. We are thus interested in reducing variability in homogeneous regions, while preserving discontinuities at region boundaries. Such behavior has been obtained in real-valued image restoration and reconstruction problems by using constraints of the form $||D[f]||^2_k$ with $k \approx 1$ [4], [40]. However, straightforward application of such a term to the complex-valued SAR case is problematic, since it would impose smoothness separately on the real and imaginary parts of the complex field $f$. The correlation in a homogeneous region of $f$ in SAR is due to the similarity of backscatter power, which is better represented in the magnitude of $f$ than its real and imaginary parts. As a result, for region-based SAR imaging, we propose using the prior term $||D[f]||^2_k$. The resulting optimization problem is made much more difficult by the substitution of the term $D[f]$ for $Df$, since $[f]$ is a nonlinear function of the real and imaginary parts of $f$. Efficient and robust solution of (7) thus becomes a major challenge. In Section IV-C, we overcome this limitation by providing an efficient algorithm. Note that the advantage of region-based feature enhancement during image reconstruction rather than by post-processing a conventionally formed image is that the former is more effective in suppressing potential artifacts resulting from limitations (e.g., partial aperture) or imperfections in the data.

C. Solution of the Optimization Problem

In order to avoid problems due to nondifferentiability of the $\ell_k$-norm around the origin when $k \leq 1$, we will use the following smooth approximation to the $\ell_k$-norm in (8) [4]

$$||z||^k_k \approx \sum_{i=1}^{K} (|z_i|^2 + \epsilon)^{k/2}$$  \hspace{1cm} (10)

where

$\epsilon \geq 0$ small constant;

3Hence, phase is assumed to be uniformly distributed.
length of the complex vector $\mathbf{z}$;
\[(\mathbf{z})_i\]

For numerical purposes, we thus will use the following slightly modified cost function
\[
J_m(\mathbf{f}) = \|\mathbf{g} - \mathbf{Tf}\|^2 + \lambda_1^2 \sum_{i=1}^{N} (|\langle \mathbf{D}_i \mathbf{f} \rangle|)^2 + \epsilon^{3/2} + \lambda_2^2 \sum_{i=1}^{M} (\langle \mathbf{D}_i^H \mathbf{f} \rangle)^2 + \epsilon^{3/2}. \quad (11)
\]

Note that $J_m(\mathbf{f}) \rightarrow J(\mathbf{f})$ as $\epsilon \rightarrow 0$. The minimization of $J(\mathbf{f})$ or $J_m(\mathbf{f})$ does not yield a closed-form solution for $\mathbf{f}$ in general, so numerical optimization techniques must be used.

Standard numerical optimization techniques like Newton’s method or quasi-Newton methods with a conventional Hessian update scheme, such as DFP or BFGS [43] have been shown to perform poorly in optimization problems involving non-quadratic constraints, which are special cases of (11) [44], and we have observed this behavior as well. This precludes the use of such standard methods here. The additional presence of a constraint on the magnitude of $\mathbf{f}$ in our case makes the problem even more difficult. To overcome these obstacles, we develop a quasi-Newton method with a new Hessian update scheme, by extending ideas from half-quadratic regularization [10] to account for the complex-valued nature of the SAR problem and the associated prior information terms. This new Hessian approximation and update strategy is matched to the structure of the SAR problem in (11). The resulting new optimization algorithm is a nontrivial extension of existing numerical schemes, and provides an efficient, robust solution.

In order to develop our scheme, we use a structure which effectively deals with both the complex-valued nature of $\mathbf{f}$ and the nonlinearity associated with $|\mathbf{f}|$. We first take the gradient of (11) with respect to the real and imaginary parts of $\mathbf{f}$. This yields a gradient vector of length $2N$. We then put this vector into a compact form, by defining a complex-valued gradient vector of length $N_1$, whose real and imaginary components contain the derivatives with respect to the real and imaginary parts of $\mathbf{f}$ respectively. This compact gradient can be placed in the following useful form following substantial manipulation
\[
\nabla J_m(\mathbf{f}) = \mathbf{H}(\mathbf{f})\mathbf{f} - 2\mathbf{T}^H \mathbf{g} \quad (12)
\]
where
\[
\mathbf{H}(\mathbf{f}) \triangleq \mathbf{T}^H \mathbf{T} + \frac{k\lambda_1^2}{2} \mathbf{A}_1(\mathbf{f}) + \frac{k\lambda_2^2}{2} \mathbf{A}_2(\mathbf{f}) \mathbf{D}^H \mathbf{D}(\mathbf{f})
\]
\[
\mathbf{A}_1(\mathbf{f}) \triangleq \text{diag} \left\{ \frac{1}{(\langle \mathbf{D}_i \mathbf{f} \rangle)^2 + \epsilon^{3/2}} \right\}
\]
\[
\mathbf{A}_2(\mathbf{f}) \triangleq \text{diag} \left\{ \frac{1}{(\langle \mathbf{D}_i^H \mathbf{f} \rangle)^2 + \epsilon^{3/2}} \right\}
\]
\[
\mathbf{D}(\mathbf{f}) \triangleq \text{diag} \{\exp(-j\phi(\mathbf{f}))\} \quad (13)
\]
where $\phi(\mathbf{f})$ denotes the phase of the complex number $\mathbf{f}$, $\langle \cdot \rangle^H$ denotes the Hermitian of a matrix, and diag$\{\cdot\}$ is a diagonal matrix whose $i$th diagonal element is given by the expression inside the brackets.

Examining the gradient expression (12), the term $\mathbf{H}(\mathbf{f})$ resembles a “coefficient” matrix multiplying $\mathbf{f}$. As a result, we use $\mathbf{H}(\mathbf{f})$ as an approximation to the Hessian. Note that this Hessian approximation depends on $\mathbf{f}$ itself. We use this approximate Hessian $\mathbf{H}(\mathbf{f})$ in the following quasi-Newton iteration:
\[
\mathbf{f}^{(n+1)} = \mathbf{f}^{(n)} - \gamma \left[ \mathbf{H}(\mathbf{f}^{(n)}) \right]^{-1} \nabla J_m(\mathbf{f}^{(n)}) \quad (14)
\]
where $\gamma$ is the step size. After substituting (12) into (14) and rearranging, we obtain our iterative algorithm
\[
\mathbf{H}(\mathbf{f}^{(n)}) \mathbf{f}^{(n+1)} = (1 - \gamma \mathbf{H}(\mathbf{f}^{(n)}) \mathbf{f}^{(n)}) \mathbf{f}^{(n)} + \gamma 2\mathbf{T}^H \mathbf{g}. \quad (15)
\]
We run the iteration (15) until $\|\mathbf{f}^{(n+1)} - \mathbf{f}^{(n)}\|_2^2 / \|\mathbf{f}^{(n)}\|_2^2 < \delta$, where $\delta > 0$ is a small constant.

Equation (15) defines the iterate $\mathbf{f}^{(n+1)}$ implicitly as the solution of a linear set of equations. The coefficient matrix $\mathbf{H}(\mathbf{f}^{(n)})$ of this set is sparse, Hermitian and positive semi-definite, and hence these equations may themselves be efficiently solved using iterative approaches. To date, we have used the conjugate gradient (CG) algorithm for this solution, and terminated it when the $\ell_2$-norm of the residual becomes smaller than a threshold $\delta_{CG} > 0$ [45].

D. Auxiliary Processes

The structure of the above algorithm provides some insight into the expected feature-preserving behavior of the approach. For the sake of simplicity, let us assume that $\gamma = 1$. Then, the solution of (15) is also the minimizer of the following quadratic function with respect to $\mathbf{f}$
\[
\|\mathbf{g} - \mathbf{Tf}\|^2 + \frac{k\lambda_1^2}{2} \mathbf{A}_1(\mathbf{f})^T \mathbf{f} + \frac{k\lambda_2^2}{2} \mathbf{A}_2(\mathbf{f}) \mathbf{D}^H \mathbf{D}(\mathbf{f}) \mathbf{f}. \quad (16)
\]
In this quadratic problem, $\mathbf{A}_j(\mathbf{f})$ $(j = 1, 2)$ act as spatially varying weighting matrices. The diagonal elements of these matrices correspond to auxiliary processes in the context of half-quadratic regularization. First consider the role of $\mathbf{A}_1(\mathbf{f})$. At a location where there is an edge in the field, the corresponding element of $\mathbf{A}_1(\mathbf{f})$ will be small, essentially suppressing the derivative penalty at that location through (16), and preventing smoothing across the edge. Similarly, elements of $\mathbf{A}_2(\mathbf{f})$ provide weights which suppress energy constraints at locations where there is an object. Overall, the auxiliary processes associated with $\mathbf{A}_1$ and $\mathbf{A}_2$ can be viewed as foreground/background and edge maps respectively, and may be useful for interpretation of the formed image. Our algorithm generates these processes during the iteration process without any additional cost.

V. Experimental Results

We demonstrate the effectiveness of our method on synthetic and real SAR scenes. We will show examples for both point-based feature enhancement and region-based feature enhancement, and compare these results to conventional reconstructions.
A. Algorithm Initialization and Parameter Selection

For all the examples, we initialize our algorithm with the conventional polar format reconstruction. Although the iterative scheme in (15) allows a variable step size, we use a fixed step size of $\gamma = 1$ in our examples. In our experience, the algorithm has always converged with this choice, hence varying (reducing) the step size has not been necessary. We set the approximation parameter in (10) to be $\epsilon = 10^{-5}$, which is small enough not to affect the behavior of the solution. For the termination conditions of (15), we use $\delta = 10^{-6}$ and a CG tolerance of $\delta_{CG} = 10^{-5}$. We choose the feature accentuation parameters $\lambda_1$ and $\lambda_2$ in (11) based on subjective qualitative assessment of the formed imagery, coupled with our imaging goals, as described below. Our experience on a large database of SAR images composed of similar scenes is that one set of parameters chosen on a single image can be used for the entire data set. In all the examples, we show the magnitude (in decibels) of the reconstructed complex-valued field. We increase the sparsity of $\mathbf{H}(\mathbf{F}(\mathbf{n}))$ by neglecting elements in $\mathbf{T}^H \mathbf{T}$ whose magnitudes are smaller than 1% of the largest element.

B. Synthetic Scene Reconstructions

First, we demonstrate the superresolution capability of our method on a simple synthetic scene composed of eight single-pixel scatterers with unit reflectivity magnitude and random phase. The three-dimensional (3-D) mesh plot of the magnitude of this $16 \times 16$ pixel scene is shown in Fig. 3(a). We simulate SAR returns from this ideal scene such that the bandwidth of the data supports a resolution cell of $2 \times 2$ pixels. The conventional SAR reconstruction in Fig. 3(b) cannot resolve four of the scatterers falling into one resolution cell, and suffers from sidelobes. In this example, we want to accentuate points, hence we set $\lambda_2 = 0$ in (11). Fig. 3(c) and (d) show the results of our method with two different choices of $k$ in (11). In these reconstructions, all the scatterers are resolved, background is suppressed, and peak reflectivity magnitudes are preserved [0.9552 in (c) and 0.9947 in (d)].

C. ADTS Data Reconstructions

We now show results on data from the MIT Lincoln Laboratory Advanced Detection Technology Sensor (ADTS) data set [46], [47]. Since the ADTS data set provides formed imagery
only, we generate synthetic radar returns by computing Fourier transform samples on a polar grid and then using the resulting range profiles as the input to our reconstruction algorithm.

First, we show point-based feature enhancement results. In this example, all of the reconstructed images consist of $64 \times 64$ complex-valued pixels. Since we want to accentuate point features, we set $\lambda_2 = 0$ in (11). The top row in Fig. 4 contains 0.3 m resolution reconstructions of a scene containing an M48 tank. Our reconstructions appear to produce images with accentuated dominant peaks. Next, we reduce the bandwidth of the data equally in range and cross-range, and attempt to generate superresolution reconstructions. The middle and bottom rows in Fig. 4 contain reconstructions where resolution has been reduced to 0.6 m and 1.2 m, respectively. Although precise super-resolution arguments are not as easy for this complicated real SAR scene as for the synthetic scene of Fig. 3, the peaks still appear to be better localized by our approach. Note that a particular parameter choice in our method [such as that associated with the image in the bottom row of Fig. 4(b)] produces reconstructions which are visually very similar to the imagery obtained by the spectral estimation-based superresolution method of [19]. For a quantitative analysis of the improvements in scattering center locating accuracy provided by our technique, please see [48].

Now, we demonstrate formation of images with enhanced region-based features. Since we want to accentuate homogeneous regions, we set $\lambda_2 \geq \lambda_1$ in (11). Usually, we do not set $\lambda_1 = 0$, since we have observed that its presence helps in preserving the shadow regions. The images of this example consist of $128 \times 128$ complex-valued pixels. The top row in Fig. 5 contains ADTS images of an M48 tank reconstructed by using the conventional method and by our proposed scheme for different choices of $k$. By choosing $k = 2$, our algorithm can produce reconstructions analogous to standard Tikhonov regularization, which we show for comparison. When $k \leq 1$, our method produces images where background fluctuations are suppressed, in contrast to the conventional image. Furthermore, this is achieved without compromising the sharp boundaries, unlike Tikhonov-type reconstructions. Similar observations apply to the reconstructions of a natural scene consisting of trees, two corner reflectors, fields and a road, shown in the bottom row of Fig. 5. Our method forms images in which the tree shapes and shadows are very distinguishable, and the background is quite smooth, whereas the conventional SAR image suffers from considerable amount of speckle.

D. URISD Reconstructions

Our final examples are from the XPATCH-generated University Research Initiative Synthetic Dataset (URISD) [49]. The URISD provides phase histories and range profiles, which we directly use as the input to our algorithm. Fig. 6 contains the CAD model of a fire truck used for data generation, and the corresponding reconstructed images. The conventional image in Fig. 6(b) suffers from large sidelobes. Sidelobes are conventionally suppressed by windowing the data prior to image formation, however this reduces the effective resolution in the formed image. Our reconstruction with a point-based prior is shown in Fig. 6(c), and achieves sidelobe suppression as well as increased resolvability of point scatterers. Our method with a region-based prior, on the other hand, produces an image with an enhanced object shape, as shown in Fig. 6(d).

VI. CONCLUSIONS

We have developed a method for complex-valued SAR image reconstruction which enhances features in the image. This is achieved by incorporating prior information about the behavior of the field and the features of interest into image formation through the minimization of an objective function. The resulting optimization problem is challenging, due to both the random-phase nature of the reflectivities, and the presence of nonquadratic functions of the field, which are needed for effective, robust feature enhancement. To address these issues, we have developed a new quasi-Newton method, built upon a half-quadratic-type regularization approach, which provides an efficient numerical solution to the optimization problem. This method is matched to the complex-valued nature of the SAR problem. Experimental results demonstrate the effectiveness of the proposed approach in forming SAR images with enhanced features and suppressed artifacts. Our method is generalizable to SAR scenarios requiring a more general observation model than that considered in this paper, and also to imaging problems other than SAR involving complex-valued quantities.

In this paper, we have concentrated on two types of features, and one family of functions ($\ell_p$-norms) for the prior information terms. However, our framework and iterative algorithm remain valid for a wider range of potentially useful choices. This freedom could be exploited by letting a recognition system drive image formation by choosing the type of prior information terms...
Fig. 5. Enhancement of region-based features. (a) Conventional method. (b) Tikhonov-type reconstruction (i.e., $k = 2$) with $\lambda_1 = 4, \lambda_2 = 22$. (c) Proposed method with $k = 1$, and top: $\lambda_1 = 5, \lambda_2 = 9$, bottom: $\lambda_1 = 4, \lambda_2 = 5$. (d) Proposed method with $k = 0.7$, and top: $\lambda_1 = 4, \lambda_2 = 6$, bottom: $\lambda_1 = 4, \lambda_2 = 4$.

Fig. 6. Results with the URISD. (a) CAD model of the fire truck. (b) Conventional reconstruction. (c) Enhancement of point-based features with $k = 0.8$, $\lambda_1 = 22, \lambda_2 = 0$. (d) Enhancement of region-based features with $k = 0.8, \lambda_1 = 5, \lambda_2 = 9$.

to be used based on training data, such that recognition performance is optimized. Quantitative assessment of the impact of our approach on automatic recognition performance is a subject of our current research.
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- **Cross-entropy regularization** and complex-valued image analysis are discussed in detail.
- **Bayesian cross-entropy reconstruction of complex images** is covered.
- **Feature-enhanced synthetic aperture radar image formation** is a key topic.
- Various authors, including S. Sibisi, J. Skilling, R. G. Brereton, E. D. Laue, and J. Staunton, discuss maximum entropy methods.
- Data extrapolation for high-resolution radar imaging is also addressed.
- Support-limited extrapolation of offset Fourier data is examined.
- Offset Fourier data (synthetic aperture radar) is described.
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