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Abstract

Objective. In this work we propose a probabilistic graphical model framework that uses language priors at the level of words as a mechanism to increase the performance of P300-based spellers.

Approach. This paper is concerned with brain-computer interfaces based on P300 spellers. Motivated by P300 spelling scenarios involving communication based on a limited vocabulary, we propose a probabilistic graphical model framework and an associated classification algorithm that uses learned statistical models of language at the level of words. Exploiting such high-level contextual information helps reduce the error rate of the speller.

Main results. Our experimental results demonstrate that the proposed approach offers several advantages over existing methods. Most importantly, it increases the classification accuracy while reducing the number of times the letters need to be flashed, increasing the communication rate of the system.

Significance. The proposed approach models all the variables in the P300 speller in a unified framework and has the capability to correct errors in previous letters in a word, given the data for the current one. The structure of the model we propose allows the use of efficient inference algorithms, which in turn makes it possible to use this approach in real-time applications.
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1. Introduction

The P300 speller is one of the most successful applications of electroencephalography (EEG) based brain-computer interfaces (BCIs) [1–4]. The P300 speller is based on the detection of P300 potentials, which can be described as a positive deflection of the EEG amplitude 300 ms after an non-common event is observed by a subject. In the last 10 years a great amount of work has been done in two different constitutive areas of the P300 systems: (1). Signal processing methods that underlie reliable detection of P300 potentials (see [5] for a survey of signal processing methods in P300 based BCIs) and (2). Classification methods for differentiating between segments of EEG signals containing P300 potentials from those that do not. (See [6] and [7] for comparison of different classification algorithms used in P300 based BCIs.) Although not a new idea [4], recently there has been growing interest in the incorporation of language models into the P300 speller with the intention to increase its performance [8–10]. Methods following this line of thought make use of language statistics as a prior, making it less likely for the system to declare sequences of letters that are unlikely in the language. With this perspective, a dictionary-based method was proposed in [11]. This speller auto-completes the words based on prior information obtained from a newspaper corpus. This method effectively increases the performance of the P300 speller by reducing the number of letters that the subject must type. However, it assumes that the first letters of the words are
decoded correctly, and in case of error, the whole word will be decoded incorrectly. In [12] a solution to this problem has been presented. This method classifies the EEG signal and outputs a word that is compared to the words in a custom dictionary. The word in the dictionary that is closest to the classifier’s output is then declared. This method assumes that the maximum number of misclassified letters in a word is 50% in an attempt to reduce the number of possible matches in the dictionary. The employed dictionary makes use of a small subset of 942 words, all words with a length of four letters, which is restrictive. Recently, a natural language processing (NLP) approach has been presented in [13]. In this approach each letter receives a score based on the output of the step wise linear discriminant analysis (SWLDA). The scores obtained by SWLDA are transformed into probabilities by assuming a Gaussian distribution. These probabilities are combined with language priors based on frequency statistics of the language. These statistics are simplified by assuming a second order hidden Markov model (HMM) structure in order to calculate 3 g. One limiting factor in this work is that greedy decisions are made about letters, i.e., once a letter is declared it is not possible to modify it based on new information obtained by new letters spelled by the subject. Given the dependence between letters in a word, if an error is made by the classifier, the error will propagate in the remaining letters of the word. Following the work in [13], in [14] a work using models of different orders shows that a 4 g model provides the best results. In [14] it is also proposed that after the initials letters of a word have been predicted, it is possible to decrease the number of times that a letter should be flushed, without compromising performance. In this method as in [13], a letter that has been declared cannot be changed. This issue was resolved in [15] where two generative methods are combined. In this approach, first a Bayesian LDA classifier for P300 signal detection is utilized and then the scores of each letter produced by that classifier are turned into probabilities to be combined with the language model for Bayesian inference. This allows to make inference in different ways. In particular, the use of the forward–backward algorithm for inference allows the method proposed in [15] to correct previously declared letters if current information supports that change. A recent work [16] also makes use of HMMs for modeling the language. The key difference between the work in [15] and [16] is that the former uses as input to the HMM the scores for each letter obtained by means of the Bayesian LDA, while the latter directly uses the EEG signals as input for the HMM.

In this work, we propose taking one further step incorporating higher-level language models into P300 spellers. To the best knowledge of the authors, this is the first fully probabilistic approach for incorporation of word-level language models in the context of BCI. Our motivation comes from BCI applications that involve typing based on a limited vocabulary. In a particular context, if it is known that a user is likely to type words from a dictionary of, say, a few thousand words, that provides very valuable prior information that can potentially be exploited to improve the performance of the BCI system. Based on this perspective, we propose a discriminative graphical model-based framework for the P300 speller with a language model at the level of words. The proposed model integrates all the elements of the BCI system from the input brain signals to the spelled word in a probabilistic framework in which classification and language modeling are integrated in a single model. Moreover, the structure of the graph allows efficient inference methods, making the system suitable for online applications. Results show that the proposed method provides significant improvement in the performance of the P300 speller by increasing the classification accuracy while reducing the number of flush repetitions.

Figure 1. Proposed graphical model framework for the P300 speller. The bottom layer represents the brains signals, the second layer represents the presence or absence of P300 in each row or column of the speller matrix, the third layer represents the spelled letter and the top layer represent the word that the subject intends to communicate.
2. Proposed method

2.1. Overview of the proposed graphical model

The proposed model is shown in Figure 1. The model represents a hierarchical structure in which different aspects of the P300 speller system are integrated. The bottom layer (first layer) represents the EEG signal. The variables $x_{ij}$ represent the EEG signal recorded during the intensification of each row and column (a total of twelve variables for each spelled letter). The index $i$ is used to identify the number of the letter being spelled and the index $j$ represents a row or column ($j = \{1, ..., 6\}$ for rows and $j = \{7, ..., 12\}$ for columns). The second layer contains a set of twelve variables $c_{ij}$ indicating the presence or absence of the P300 potential for a particular flash. Each $c_{ij}$ is a binary variable taking values form the set $C \subseteq \{0, 1\}$. The sub-graph formed by the nodes $c_{ij}$ and $x_{ij}$ and the edges between them encode conditional dependence that can be expressed as:

$$c_{ij} \rightarrow x_{ij} \sim F_{ij}(\theta_i)$$

where $F_{ij}$ is a probability density function (pdf\(^4\)) with parameters $\theta_i$. Note that the structure of the graph allows the possibility of having a different set of parameters for each pdf associated with each row-column combination. This feature of the model could be beneficial if there is evidence that the characteristics of the P300 vary with the spatial position of the row or column that is highlighted. Otherwise, the parameters can be shared between the nodes $c_{ij}$, which would allow learning a single set of parameters making use of all available data and then to use those parameters for all the conditional densities in (1). This is the approach we follow in our experiments.

The third layer contains variables $l_i$ representing the letter being spelled. The variables $l_i$ are related to the variables $c_{ij}$ in the same fashion as in traditional P300 speller systems: the presence of a P300 potential in a particular row-column pair encodes one letter. However, given that the detection of P300 potentials is not perfect (false detection or miss-detection of P300 potentials), a probabilistic approach is taken:

$$l_i \mid c_{ij} \sim F_2(\theta_2)$$

where $F_2$ is a probability density function with parameters $\theta_2$.

The fourth layer contains the variable $w$ which represents valid words in the English language. The learned distribution of this variable is used as a language prior. The conditional dependence between $w$ and $l_i$ can be expressed as:

$$w \mid l_i \sim F_3(\theta_3)$$

where $F_3$ is a probability density function with parameters $\theta_3$.

At the level of the variable $w$ the system predicts the target word based on the current number of letters spelled while at the level of the variables $l_i$ the variable $w$ imposes a prior on the sequence of letters which has the potential to reduce the error rate by forcing the sequence of letters to be a valid sequence in the language. Furthermore, the system does not make greedy assignments which implies that when a new letter is spelled by the subject, this information can be used to update the belief about the previously spelled letters.

2.2. Detailed description of the proposed model

The distributions of the variables $(w, l_i, c_{ij})$ are given by the observations $(x = \{x_{1,1:6}, ..., x_{6,1:6}\})$ can be written as a product of factors over all the nodes and edges in the graph:

$$P(w, l, c|x) = \frac{1}{Z} \Psi_4(w) \prod_{i} \Psi_3(i, w, l_i) \prod_{j=1}^{12} \left\{ \Psi_2(j, l_i, c_{ij}) \Psi_1(j, c_{ij}, x_{ij}) \right\},$$

where $\Psi_4$ is the potential function for node $w$, $\Psi_3$ is the potential function for the edge connecting node $w$ with node $l_i$, $\Psi_2$ is the potential function for the edge connecting node $l_i$ with node $c_{ij}$, $\Psi_1$ is the potential function for node $c_{ij}$, and $Z$ is the partition function, which is a normalization factor. The potential functions in equation (4) are defined as follows:

$$\Psi_4(w) = e^{\theta_4 d_4(w)},$$

$$\Psi_3(i, w, l_i) = e^{\theta_3 d_3(i, w, l_i)},$$

$$\Psi_2(j, l_i, c_{ij}) = e^{\theta_2 d_2(j, l_i, c_{ij})},$$

$$\Psi_1(j, c_{ij}, x_{ij}) = e^{\sum_k \theta_1 d_1(k, c_{ij}, x_{ij})},$$

where $d$ is the dimensionality of the data. The parameter $\theta_4$ is a vector of weights of length equal to the number of states of the node $w$ (i.e., the number of words in the dictionary). The element wise product $\theta_4 d_4(w)$ models a prior for the probability of a word in the language with the feature function $f_d(w) = 1_{[w]i}$, where $1_{[w]i}$ is a vector of length equal to the number of words in the dictionary, with a single nonzero entry of value 1 at the location corresponding to the argument of $f_d$.

The element wise multiplication $\theta_3 d_3(i, w, l_i)$ measures the compatibility between a word and a letter $l_i$ appearing in the $i$th position of that word. The feature function we use here is $f_3(i, w, l_i) = 1_{[w(i), l_i]}$. Where $1_{[w(i), l_i]}$ is a matrix of size equal to the number of states in the node $l_i$ (i.e., letters in the spelling matrix) by the number of states in the node $w$. This matrix has a non-zero entry in the position $l_i, w$. The weights $\theta_3$ have the same size as $f_3(i, w, l_i)$, and are binary valued, with non-zero entries where, based on the language statistics, $l_{i,w} = w_{i}(i)$, where $w_{i}$ indexes a particular letter in the $i$th position of each word $w_i$. Note that $\theta_3$ is a different matrix for each value of $i$.

The element wise multiplication $\theta_2 d_2(j, l_i, c_{ij})$ measures the compatibility between the variable $c_{ij}$ and the variable $l_i$ with the feature function $f_2(j, l_i, c_{ij}) = 1_{[c_{ij}, l_i]}$. The term $1_{[c_{ij}, l_i]}$ is a matrix of size equal to the number of states in the
node \( c_i, j \) by the number of states in the node \( l \), with non-zeros entries in the position \( c_{ij}, l \). The term \( \theta_2 \) is a matrix of the same size as \( f_j(j, l, c_{ij}) \), with non-zero entries in positions according to a code-book that maps the intersections of rows and columns in the spelling matrix to letters. For instance, the entry for A in the code-book assuming a spelling matrix containing A on its top left corner would be \( \text{CB}(A, 1:12) = \{00000100000\} \).

The product \( \theta_{j,m} f_m(j, c_{ij}, x_{ij,m}) \) is a measure of the compatibility of the \( m \)th element of the EEG signals \( x_{ij} \in \mathbb{R}^d \) with the variable \( c_{ij} \). Here we use the feature function \( f_m(j, c_{ij}, x_{ij,m}) = x_{ij,m} \mathbf{1}(c_{ij}) \). Where \( x_{ij,m} \) is a real number and \( \mathbf{1}(c_{ij}) \) is a vector of size one by the number of states in the node \( c_{ij} \) with a non-zero entry in the position \( c_{ij} \). The term \( \theta_{j,m} \) has the same size as \( \mathbf{1}(c_{ij}) \) and the values for each one of its elements are learned in the way explained below, in the section model selection.

Learning in the model corresponds to finding the set of parameters \( \Theta = \{\theta_1, \theta_2, \theta_3, \theta_4\} \) that maximizes the log-likelihood of the conditional probability density function described in equation (4). Given that the structure of the model does not involve loops, inference in the model can be made using the belief propagation algorithm which can efficiently provide the marginals of interest:

\[
P(w/x) = \sum_{l} \sum_{c} P(w, l, c/x) \tag{9}
\]

\[
P(l/x) = \sum_{w} \sum_{c} P(w, l, c/x). \tag{10}
\]

Such marginals can be used respectively to declare the word or letter that the subject intends to communicate. In this model, a word is declared according to:

\[
w^* = \arg\max_w P(w/x) \tag{11}
\]

and in the same fashion letters are declared according to:

\[
l^* = \arg\max_l P(l/x). \tag{12}
\]

Note that although the word level inference has to produce words existing in our dictionary, it is in principle possible for the letter-level inference to produce sequences of letters that constitute words that are not in the specific dictionary used to train the model.

3. Description of experiments and methods

3.1. Problem and data set description

In a typical P300 spelling session, the subject sits upright in front of a screen observing a matrix of letters. The task involves focusing attention on a specific letter of the matrix and counting the number of times the character is intensified. The EEG signals were recorded using a cap embedded with 64 electrodes according to the modified 10–20 system of Sharbrough et al [17]. All electrodes were referenced to the right earlobe and grounded to the right mastoid. All aspects of the data collection and experimental control were controlled by the BCI2000 system [18]. From the total set of electrodes a subset of 16 electrodes in positions F3, Fz, F4, FCz, C3, Cz, C4, CPz, P3, Pz, P4, PO7, PO8, O1, O2, Oz were selected, motivated by the study presented in [6]. The classification problem is to declare one letter out of 26 possible letters in the alphabet. In total, each subject spelled 32 letters (nine words).

Each subject participated in training and testing sessions held on different days.

Two kinds of experiments were executed by the subjects. First, eight subjects were instructed to spell words, one by one. In this scenario (which we call screening) the number of letters that form the word that the subjects should spell is known a priori. In the second scenario (which we call continuous decoding), seven subjects were requested to write words in a continuous fashion, using the character ‘–’ as a mark for end-of-word.

3.2. Signal pre-processing

The EEG signals were sampled at 240 Hz. Segments of 600ms following the intensification of each row or column were selected. For each segment and each electrode, the EEG signal was initially de-trended by removing a linear fit from the signal. The de-trended signals were then filtered between 0.5 and 20 Hz using a zero-phase IIR filter of order 8 and decimated at 40 Hz. Signals from all electrodes were concatenated and used as the inputs for the classifier during training. For testing, the segments were averaged across repetitions (up to 15 repetitions) and fed to the classifier. This allows to determine the performance as a function of the number of repetitions.

3.3. Model selection

Referring to section 2.2, the set of parameters \( \theta_1, \theta_3, \theta_2 \) in equations (5)–(7) are independent of the brain signals and can be learned before the recording of the brain signals. The language-dependent set of parameters \( \theta_4 \) are learned by calculating the relative frequency of each word in the language. The parameters \( \theta_3 \) are binary valued matrices with its entries taking values of one or zero depending of the presence or absence of a letter in the \( l \)th position of a word. The statistics involved in the determination of \( \theta_4 \) and \( \theta_3 \) can be learned from a text corpus. However, the structure of the model allows to select a dictionary based on the specific application of the BCI system. This means that the number of words in the dictionary can be adjusted to satisfy particular requirements of the application. In this work, the statistics about the language were calculated using the Corpus of Contemporary American English [19] which contains 450 million words. The dictionary was then built using the 5000 words most frequently used in the English language. Note that further reducing the number of words has a positive impact on the performance of the BCI system, as long as the limited dictionary captures the diversity of words in the intended application domain. The node \( w \) in figure 1 contains 5000 states, one for each word in the dictionary. As described previously, the parameters \( \theta_{2j} \)
represent a matrix that encode how each state of the variable $c_{ij}$ is related to each letter $i$. Note that the parameters $\theta_2$ do not depend on $i$, the position of a letter in a word.

The parameters $\theta_1$ are the set of parameters that maximize the potential function $\Psi(j, c_{ij}, x_{ij})$ in equation (8) for each class (i.e., P300 versus not P300). In order to obtain a robust estimation of the parameters $\theta_1$, the parameters are shared across nodes. This assumes that the generation of the P300 is independent of the position of the letter in the matrix. Therefore, the parameters $\theta_{1,m}$ are the same for any value of $j$.

For learning, we use a nonlinear optimization method based on the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm.

3.4. Classification Problem

In the screening experiments, eight subjects are requested to spell a number of words one by one with pauses between words. The end of the spelling of a word is determined by the spell a number of words one by one with pauses between words.

In the screening experiments, eight subjects are requested to spell a number of words one by one with pauses between words. The end of the spelling of a word is determined by the potential function $\Psi$. The experiments with continuous decoding match the conditions of real life operation of the P300 speller system. In this scenario, the number of letters that form a word are not known to the system and the subject uses the character ‘-‘ as an indicator of end-of-word. The algorithm proposed works as follows: given $n$ spelled letters $l_1, ..., l_n$, the algorithm computes the most likely word with $l_1, ..., l_n$ as initial letters to provide online feedback. If the most likely sequence of letters ends with the character ‘-‘ the word is declared and the next spelled letter is assumed to be the first letter of the next word. The number of subjects for the continuous decoding experiment was 7.

In both scenarios (screening and continuous decoding), the classification performance is calculated by counting the correct number of letters spelled by the subjects rather than words, in order to provide a fair comparison with methods that do not use word-level language modeling.

4. Results

The proposed method is compared to a letter-level language model-based BCI approach using 3g for modeling letter sequences. The classification of P300 potentials is left unchanged and the modeling of the language is made based on a 3g method that makes use of statistics on sequences of 3 letters in the language. The graphical model for the 3g method is presented in figure 2. Also for reference, results based on a common method used in the context of P300, the SWLDA [20], are also shown. Classification results are presented in figure 3 for the average accuracy across subjects and in figures 4 and 5 for the screening scenario and continuous coding scenario respectively. The proposed method produces an average accuracy of 99% across all subjects for the screening scenario and 96% in the continuous decoding scenario, with as few as 8 repetitions. In order to verify the results of correct classification accuracy, a statistical test was performed. For the screening scenario, a repeated measures ANOVA on the performance results reveals significant difference $(F(2, 14) = 15.05, e = 0.56, p = 0.0041)$, non-sphericity correction [21]) between the three compared methods. Using a post hoc Tukey–Kramer test, the proposed method performs significantly better ($p < 0.01$) than the 3g based method and than SWLDA ($p < 0.01$). The 3g based method (as expected) performs significantly better ($p < 0.01$) than SWLDA. For the continuous decoding scenario the results are similar: repeated measures ANOVA reveals significant difference $(F(2, 12) = 9.15, e = 0.69, p = 0.00150)$, non-sphericity correction [21]) between the compared methods. Using a post hoc Tukey–Kramer test, the proposed method performs significantly better ($p < 0.01$) than the 3g based method and than SWLDA, and the 3g based method performs significantly better ($p < 0.01$) than SWLDA.

5. Discussion

The proposed method attempts to solve several problems of the P300-based BCI speller systems by integrating in a probabilistic model all variables in the P300 system from brain signals to the words spelled by the subject. This
framework would allow one to build up any language model in a consistent way. The 3 g method in figure 2 makes use of a probabilistic framework as well. The 3 g method is presented for comparison given the popularity of the language models based on n g [10, 13, 15]. Note that methods based on n g found in the literature need to incorporate separated modules for classification of the P300 and language modeling which is not the case with the proposed method.

The construction of the proposed method enables the learning of the parameters of different parts of the model in an independent fashion, which reduces the complexity of the learning process. The main differences with other methods
that include language modeling by means of n g (i.e. 3 g) are (1) probabilities of all previously spelled letters are used to predict the word. This implies that the method does not fix the final estimate of the letters before the whole word is declared. This allows to correct misspelt letters in the past, based on current letters. That is, the decoding of the currently spelled letter by the subject could provide strong evidence that all or some of the letters spelled by the subject in the past were incorrect, (2) the language can be adapted to the subject or the task by limiting the vocabulary. As a result the performance of the system is increased while the the number of repetitions needed to achieve a level of practical usability of the system is reduced.

It is also worth noting that the structure of the model has been carefully designed to avoid loops, therefore, efficient inference algorithms such as belief propagation can be used without compromising the use of the model in online applications. Furthermore, the features used in the proposed model are not limited to the particular choices we made in our experiments: different approaches can be incorporated by redefining the feature function \( f_{w_t}(j, c_{ij}, x_{ij,m}) \) in equation (8) to incorporate any state-of-the-art signal processing methods into our word-level language model-based P300 spelling framework.

A practical implementation of this method, should take into consideration that although not very often, the language model could incorrectly replace the word that the subject intends to communicate. If this is a concern, we suggest that the user interface should display both, the sequence of letters decoded solely by the P300 potentials and the sequence of letters decoded using the prior information provided by the language model as well. This would be useful for the person reading the message as it would be easy to determine if the corrections performed by the system make sense given the context of the conversation.

6. Conclusion

We present a probabilistic framework, as well as an inference approach for P300-based spelling that exploits learned prior models of words. While language models at the level of letters have already been proposed for BCI, word-level statistical language modeling is, to the best knowledge of the authors, new. The structure of the model that we propose enables the use of efficient inference algorithms, making it possible to use our approach in real-time applications. While our approach can in principle be used with word prior models learned from any corpus, we expect it to be of great interest for applications involving the use of a limited vocabulary in a specific context. Note that although reducing the vocabulary could restrict the flexibility of the system, the increase in reliability could prove to be more significant. Furthermore, the proposed method can be extended by modeling the relationships between consecutive words, which could enable the system to correct entire sentences.
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