FREE-FORM PLANAR CURVE TRACKING USING RELATED POINTS
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ABSTRACT
 Tracking free form objects by fitting curve models to their boundaries in real-time is not feasible due to the computational burden of fitting algorithms. In this paper, we propose to do fitting only for certain frames in an image sequence and fill in the missing ones using Kalman filtering technique. An algorithm is presented to track a free-form shaped object, moving along an unknown trajectory, within the camera’s field of view (FOV). A discrete steady-state Kalman filter is used to estimate the future positions and orientation of the target object. Kalman filter uses the “related points” extracted from the decomposition of implicit polynomials of target’s boundary curves and measured position of target’s centroid. Related points undergo the same motion with the curve, hence could be used to estimate the orientation of the target. The resulting algorithm is verified with simulations.

1. INTRODUCTION
 Implicit algebraic curves have proven very useful in many model-based applications in the past two decades. Implicit models have been widely used for important computer vision tasks such as single computation pose estimation, shape tracking, 3D surface estimation and indexing into large pictorial databases [1-6].

Tracking techniques are based on matching tokens from the image. They are extracted along the sequence and are used as measurements for the tracking algorithm. There are several tracking approaches in the literature. Most of them can be divided into four groups:

1. **3D based methods**: They use precise geometrical representation of known objects. This type of methods presents a considerable computational load that can not be justified by a real-time system most of the time. However, they have been applied for tracking individual vehicles in traffic scenes by using expensive hardware.

2. **Feature-based methods**: track individual tokens such as points, lines or curves. These methods present two main disadvantages [8]: they do not provide explicit grouping of tokens moving with coherent motion and are quite sensitive to occlusion.

3. **Deformable model-based methods**: fit models to the contours of the moving objects of the scene [9]. They exhibit initialization problems [8]. When moving objects are partially occluded in the scene, initialization fails, since models can not be adapted to the real objects.

4. **Region-based methods**: define groups of connected pixels that are detected as belonging to a single object that is moving with a different motion from its neighboring regions [10]. Region tracking is less sensitive to occlusion due to the extensive information that regions supply. Characteristics such as size, shape, or intensity can directly be obtained from them.

In this paper, we are interested in tracking a free-form object whose boundary can be described by a planar algebraic curve. We will only consider rigid motion of the object along an unknown trajectory. We will use a unique decomposition [2,7] of algebraic curves to obtain feature points for position and orientation tracking. Decomposition represents such curves as a unique sum of products of (possibly) complex lines. The real intersection points of these lines are so called “related-points”, which map to one another under affine transformations.

2. PLANAR ALGEBRAIC CURVES

2D curves can be modelled by implicit algebraic equations of the form, where $f_n(x, y)$ is a polynomial in the variables $x, y$, i.e. $f_n(x, y) = \sum a_{ij} x^i y^j$ where $0 \leq i + j \leq n$ (n is finite) and the coefficients $a_{ij}$ are real numbers [1]. Algebraic curves of degree 1, 2, 3, 4... are called lines, conics, cubics, quartics... etc. Figure 1 shows some objects with their outlines modelled by a 3L curve fitting procedure detailed in [11].

In the sequel, we will focus on the tracking of quartics and note that results can easily be extended to higher degree algebraic curves.
2.1 Decomposed Quartics and Related Points

It has been shown in [2,3] that algebraic curves can be decomposed as a unique sum of line factors, the intersection of which are examples of related-points. Considering an accordingly decomposed monic quartic curve:

\[ f_k(x, y) = \prod_{i=1}^{4} f(x, y) + \sum_{i=1}^{2} \prod_{i=1}^{2} f(x, y) + \gamma_0 \prod_{i=1}^{2} f(x, y) \]

\[ = \prod_{i=1}^{4} \left[ L_{i1} \quad L_{i2} \quad L_{i3} \quad L_{i4} \right] \begin{bmatrix} x \cr y \cr 1 \end{bmatrix} + \sum_{i=1}^{2} \prod_{i=1}^{2} \left[ L_{i1} \quad L_{i2} \quad L_{i3} \quad L_{i4} \right] \begin{bmatrix} x \cr y \cr 1 \end{bmatrix} + \gamma_0 = 0 \]

where \( L_{mi} = [1 \quad l_{mi} \quad k_{mi}] \) and \( X^T = [x \quad y \quad 1] \).

The intersection point \( d_p = \begin{bmatrix} x_p \cr y_p \end{bmatrix} \) of any two non-parallel line factors, such as \( L_{i1}^T X = x + l_{i1}y + k_{i1} \) and \( L_{q1}^T X = x + l_{q1}y + k_{q1} \) can be defined by the matrix/vector relation:

\[ \begin{bmatrix} l_{i1} & k_{i1} \\ l_{q1} & k_{q1} \end{bmatrix} \begin{bmatrix} x_p \\ y_p \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \Rightarrow \begin{bmatrix} x_p \\ y_p \end{bmatrix} = \begin{bmatrix} l_{i1}k_{q1} - l_{q1}k_{i1} \\ k_{i1} - k_{q1} \end{bmatrix} + (l_{q1} - l_{i1}) \]

In the case of closed-bounded quartics, we have two pairs of complex-conjugate lines, i.e. \( L_{42} = L_{41}^* \quad L_{44} = L_{43}^* \), the intersection points of which are real. For tracking, we will be using the centroid of the bounding curve and these two related points. For the robust calculation of the orientation of the free-form curve, we follow [13] and form two vectors originating from the center of mass to the two related points. The sum of these two vectors is a new vector that is quite robust against noise throughout the whole trajectory. The angle between this sum vector and the positive x-axis is defined to be the orientation of the curve.

3. KALMAN FILTERING

Kalman filters are recursive filters which provide an unbiased, minimum-variance and consistent estimate \( \hat{x}_k \) of a state vector \( x_k \). In this section the index \( k \) represents the discrete time. Kalman filtering consists of a three-steps strategy named prediction, measurement and update. The prediction computes a first estimate of the state vector \( \hat{x}_{k+1}(-) \) and of the covariance matrix defined as \( P_k = E[\hat{x}_k \hat{x}_k^T] \), where \( \hat{x} = x_k - \hat{x}_k \) and \( E[.] \) is the average operator.

\( \hat{x}_k(-) \) denotes the prediction vector before measurement and \( \hat{x}_k(+) \) refers to the updated vector after the measurement. Prediction equations are based on previous realizations of the updated vector \( \hat{x}_k(+) \) and the updated matrix \( P_k(+) \):

\[ \hat{x}_{k+1}(-) = f(\hat{x}_k(+)) + w'_k \]

\[ P_{k+1}(-) = P_k(+) + Q_k \]

where \( Q_k \) is the covariance matrix of the model noise \( w'_k \).

\( \hat{x}_k = H\hat{x}_k + v_k \)

where \( H \) is the observation matrix and \( v_k \) is a measurement error, modelled as an uncorrelated noise. The final update step modifies the state vector according to the measurement \( z_k \), thus providing an updated estimate \( \hat{x}_k(+) \). The equations describing the update step modify the state vector and the covariance through the following equations:

\[ K_k = P_k(-)H_k^T[H_kP_k(-)H_k^T + R_k]^{-1} \]

\[ P_k(+) = [I - K_kH_k]P_k(-) \]
\[ \hat{x}_k(+) = \hat{x}_k(-) + K_k \left[ z_k - (H_k \hat{x}_k(-)) \right] \]

\( R_k \) represents the covariance matrix of the measurement noise \( v_k : R_k = E[v_k v_k^T] \). The matrix \( K_k \) is called the Kalman gain and has the role of modulating the update of the state vector \( \hat{x}_k(-) \) into \( \hat{x}_k(+) \) by appropriately weighting the measurement error \( v_k \).

3.1 Target Model

In order to create a Kalman filter, an appropriate linear model of the target must be created. The model must describe the x and y coordinates of the target centroid and the orientation of the target. All three parameters are independent of each other. The x and y models are the same for the orientation of the target. All three parameters are modelled using a moment equation.

The state space representation of the model for the x and y coordinates in discrete time takes the form:

\[
\begin{bmatrix}
    x_{k+1} \\
    v_{k+1} \\
    a_{k+1}
\end{bmatrix} =
\begin{bmatrix}
    1 & T & T^2 & x_k \\
    0 & 1 & T & v_k \\
    0 & 0 & 1 & a_k
\end{bmatrix} + \bar{W}_k
\]

where \( T \) is the sampling period of the system which we have chosen to be 5 frames and \( \bar{W}_k \) is the disturbance applied to the object.

The state space representation of the model for the orientation is taken as:

\[
\begin{bmatrix}
    \theta_{k+1} \\
    \omega_{k+1} \\
    \alpha_{k+1}
\end{bmatrix} =
\begin{bmatrix}
    1 & T & T^2 & \theta_k \\
    0 & 1 & T & \omega_k \\
    0 & 0 & 1 & \alpha_k
\end{bmatrix} + \bar{W}_k
\]

Clearly, the state matrix and input vector are identical to the translational models. Therefore it is sufficient to use one model for all three parameters. Peter Corke[12] has used the Kalman filter as solution to visual servoing problem. He used the filter to have an end-effector track an object using a velocity based control scheme. Corke used the recursive form of the filter and his target model was second order. In this work, we used the steady-state form of the Kalman filter in order to estimate the position and orientation of the object between measurement frames. Since the system is at steady-state a single equation is used to determine the filter.

\[ x_{k+1} = [A - KH] x_k + Kz_k = \bar{A} x_k + Kz_k \]

Recall that for the filter, the measurement is constant until the feature extractor’s next time step. So,

\[ z_k = z_{k+1} = z_{k+2} = \ldots = z_{k+m-1} \]

Hence,

\[ x_{k+1} = \bar{A}^n x_k + \sum_{i=0}^{n-1} \bar{A}^i Kz_k \]

The feature extraction algorithm, once every sample period, sends the measured values, which describe the target position and orientation to the filter. The filter will hold this value and use it as a measurement until it is updated by the feature extraction algorithm. The process of holding the measurement value has the effect of creating another input trajectory that operates on a higher frequency. The filter uses the new input measurement function to determine the incremental estimates of the object.

4. EXPERIMENTAL RESULTS

For our experiments we used a boomerang shaped object undergoing a rigid motion along a relatively complex trajectory. Object boundaries have been modelled by quartic curves. The related points of these curves are obtained from the decomposition of the curve.

A clear illustration of the filter’s tracking performance can be seen from error graphs. The objective is to track the measured signal, so it is assumed that the measure is the true coordinate position. So, the error is the difference between the prediction and measured value. The error values are low and within a band of 3 pixels when the target performs relatively uniform motion. Figure 4 illustrates the x coordinate tracking performance. When the target makes a manoeuvre, error values show rapid increases, however the values converge to normal error values when the manoeuvre finishes. The y-coordinate, on the other hand was exposed to higher speeds and sharp manoeuvres. Figure 5 illustrates the y coordinate tracking performance.

![Figure 3. An example trajectory of the target](image-url)
5. SUMMARY AND CONCLUSION

We have presented a method for tracking the position and the orientation of 2D free-form objects undergoing rigid motion. By using the fact that the related points undergo the same motion with the curve, we have employed a robust orientation measure for the curve. Tracking approach was aiming to reduce the number of computations and was quite successful.
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