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Abstract—For distributed detection in a wireless sensor net-
work, sensors arrive at decisions about a specific event that are
then sent to a central fusion center that makes global inference
about the event. For such systems, the determination of the deci-
sion thresholds for local sensors is an essential task. In this paper,
we study the distributed detection problem and evaluate the sensor
thresholds by formulating and solving a multiobjective optimiza-
tion problem, where the objectives are to minimize the probability
of error and the total energy consumption of the network. The
problem is investigated and solved for two types of fusion schemes:
1) parallel decision fusion and 2) serial decision fusion. The Pareto
optimal solutions are obtained using two different multiobjective
optimization techniques. The normal boundary intersection (NBI)
method converts the multiobjective problem into a number of
single objective-constrained subproblems, where each subprob-
lem can be solved with appropriate optimization methods and
nondominating sorting genetic algorithm-II (NSGA-II), which is
a multiobjective evolutionary algorithm. In our simulations, NBI
yielded better and evenly distributed Pareto optimal solutions
in a shorter time as compared with NSGA-II. The simulation
results show that, instead of only minimizing the probability of
error, multiobjective optimization provides a number of design
alternatives, which achieve significant energy savings at the cost of
slightly increasing the best achievable decision error probability.
The simulation results also show that the parallel fusion model
achieves better error probability, but the serial fusion model is
more efficient in terms of energy consumption.

Index Terms—Distributed detection, multiobjective optimiza-
tion, wireless sensor networks (WSNs).
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I. INTRODUCTION

W IRELESS sensor networks (WSNs) typically consist of
a large number of densely deployed sensor nodes that

cooperatively monitor parameters or events of interest, such as
the temperature or velocity of an object or a break in by an
intruder. Sensors transmit raw measurements or their processed
versions to a central fusion center that performs a final in-
ference about the underlying parameters or events. WSNs are
currently used in a wide range of application areas, such as
battlefield security or surveillance, environment monitoring,
health monitoring, and disaster relief operations. In this paper,
we study the detection problem, where the objective of the
WSN is to distinguish between two hypotheses, such as the
absence (Hypothesis 0) or presence (Hypothesis 1) of a certain
event. Such detection ability of a WSN is crucial for various
applications. As an example, in a surveillance scenario, the
presence or absence of a target is usually determined before
attributes, such as its position or velocity, are estimated [1].

Since the sensors assumed here are tiny battery-powered
devices, they suffer from several constraints, such as severe
energy, computation, and storage limitations. The transmission
of raw measurements to the fusion center incurs excessive
energy and bandwidth consumption. In distributed detection,
by taking advantage of the limited onboard signal processing
capabilities of sensors, the measurements are first preprocessed,
and a quantized version of the decision statistic is sent to the
fusion center. For binary quantization and under different per-
formance criteria [Bayes, Neyman–Pearson (NP)], the design
of the optimal fusion rule is relatively straightforward, but the
evaluation of the decision thresholds at peripheral sensors is
more complicated as a result of the distributed nature of the
WSN. Therefore, obtaining local sensor decision rules is a
major issue in the distributed detection problem [2].

For a given number of sensors and under the assumption of
conditionally independent observations, the optimal decision
rule at each sensor reduces to a likelihood ratio test (LRT) [2]
for both Bayesian and NP criteria and for different decision
fusion topologies, such as parallel or serial. In parallel decision
fusion, each sensor directly sends its decision to the fusion
center. In serial decision fusion, all the sensors are connected
in series. The routing path defines how these sensors are in-
terconnected, and in this paper, we assume that it is known in
advance. In the serial case, each sensor generates its decision
by combining the decision coming from its predecessor with
its own measurement. Then, the decision of the last sensor on
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the path is accepted as the final inference. Under both decision
fusion schemes, the LRTs at each sensor are coupled with other
sensor decisions and the fusion rule. Optimal values of the
local sensor thresholds are typically found using person-by-
person optimization (PBPO) [2], where each sensor threshold
is iteratively optimized by assuming a fixed fusion rule and
decision rules at the other sensors. In the asymptotic regime,
where the number of sensors is very large, an identical decision
rule for all the sensors is asymptotically optimal [3]. This result
considerably simplifies the design of decision rules.

In this paper, we assume ideal channels between the sensors
and the fusion center (for recent work involving nonideal
channels, see [4]–[6]). Under the NP criterion and considering
fading channels between sensors and the fusion center, an
exhaustive search has been employed in [5] over all threshold
selections to determine their optimal values. The computational
complexity of such an approach exponentially increases with
the number of local sensors, and this approach for finding the
optimal sensor thresholds is only practical with relatively few
sensors. In this paper, we assume ideal channels, where the
fusion center receives the sensor decisions without any error.
This requires that each sensor decision be transmitted with
sufficient energy, which is a function of the distance between
the sensor and the fusion center [7]. Each sensor arrives at
a binary decision about the event by comparing its decision
statistic with a threshold. We assume that if the sensor positively
decides about the presence of the event, it transmits one bit;
otherwise, it stays silent. Therefore, the thresholds of the local
sensors determine not only the network’s probability of error
but also the total energy consumption. A recent work [8] con-
siders the design of local sensor decision rules that minimize
the probability of error subject to a transmission rate constraint
for each sensor. Under conditionally independent observations,
a constrained minimization problem is defined, and the optimal
thresholds are obtained using the well-known PBPO procedure.
Although conditional independence assumption simplifies the
derivation of decision rules, it may not be valid in many realistic
cases. In this paper, we consider the case where the event has
an isotropic signal emission with path loss [9], [10]. Then, in
the presence of the event, each sensor’s received measurement
from the event depends on the distance between the sensor and
the event location. Each noisy sensor measurement then follows
the same probability distribution with different means as long
as the measurement noise is independent and identically dis-
tributed across sensors. The sensors in proximity of the event
are more likely to decide on the presence of the event. In other
words, an isotropic signal source for the event implies a high
degree of spatial correlation. A related work [11] proposes a
collaborative detection scheme, where a sensor close to the sig-
nal source requests collaboration and receives the decisions of
the Kmax sensors within the neighborhood. The authors showed
that increasing Kmax, namely, including more sensors to the
collaboration that are located far from the event, considerably
degrades the detection performance. Moreover, if the location
of the event can only be described in terms of its probability
density function (pdf), then the received sensor decisions are
no longer conditionally independent because of the unknown
event location. Then, the optimality of LRTs for local sensor
decision-making fails, and the derivation of optimal sensor
decision rules becomes complicated.

Sensor network design usually involves simultaneous con-
sideration of multiple conflicting objectives [5], [12], such as
maximizing the lifetime of the network or maximizing the de-
tection capability, while minimizing the transmission costs. In a
conventional WSN setting, one of the desired objectives is opti-
mized while treating others as constraints of the problem or the
problem is converted into a single objective problem by assign-
ing weights to each objective function. In the constrained mini-
mization case, one single solution is obtained based on available
resource limitations and the solution has to be reevaluated each
time when the amount of resource is changed. In the weighted
sum approach, relative weights of the objectives are usually not
known or difficult to determine. These drawbacks can be over-
come via multiobjective optimization methods [14]–[20] which
optimize all the objectives simultaneously and generate a set of
solutions at the same time reflecting different tradeoffs between
the objectives. Multiobjective optimization has recently been
introduced for WSN design [21] where the mobile agent rout-
ing and sensor placement problems and the tradeoff solutions
between the desired objectives were determined through the use
of multiobjective evolutionary algorithms.

In this paper, we study the event detection problem for sensor
networks under isotropic signal emission, and the event location
is only known in terms of its pdf. In addition, we assume that
the sensors employ the on–off keying scheme, where they send
one bit of data to the fusion center only if they decide on the
presence of the event. Then, sensor decision thresholds deter-
mine not only the probability of error but also the total energy
consumption of the network. Therefore, instead of having a
single solution that minimizes the probability of error of the
network, by using the multiobjective optimization approach,
we seek several sensor threshold sets that deliver a significant
energy saving as compared with the energy consumption of the
minimum probability of error solution without sacrificing the
probability of error too much. Thus, we are able to obtain a set
of solutions that provide tradeoffs between energy consumption
and probability of error performance.

Thus, we formulate a multiobjective optimization problem
(MOP) with two objectives, minimizing the probability of error
at the fusion center (global probability of error) Pe and min-
imizing the total network energy consumption (global energy
consumption) ET , where the sensor decision thresholds are se-
lected as the variables of the MOP. We solve the MOP and gen-
erate the Pareto optimal solutions between these two conflicting
objectives through normal boundary intersection (NBI) [14]
and nondominating sorting genetic algorithm-II (NSGA-II)
[18]. In our prior work [22], we only studied the problem for
parallel decision fusion, where each sensor performed binary
quantization by comparing its measurement with its threshold.
The sensor decisions were then directly sent to the fusion
center. In this paper, we extend the work reported in [22]
and compare the results of parallel decision fusion with serial
decision fusion. In the serial case, it is hard to evaluate the
optimal decision rule of each sensor since the event location
is only known in terms of its pdf. The simulation results show
that when each sensor makes its decision based on the decision
of its predecessor and its own observation, the performance is
poor if the sensor is very far away from the event location.
For this reason, motivated by the counting rule considered
in [13], we use a heuristic decision rule at each sensor. Our
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Fig. 1. WSN model with parallel decision fusion.

decision statistic used for the serial case is the aggregation
of sensor decisions from all the previous sensors and its own
observation. In this paper, we also compare the multiobjective
optimization methods NBI and NSGA-II in detail by using
different performance metrics [19]. Finally, we compare the
performance of the network both for different and identical
sensor thresholds employed at each sensor.

The rest of this paper is organized as follows: In Section II,
we state the WSN assumptions and describe each objective
function under both parallel and serial decision fusion schemes.
In Section III, we briefly review the fundamentals of MOP and
describe the NBI and NSGA-II methods. In Section IV, we
present our simulation results, and finally, we devote Section V
to the conclusions.

II. PROBLEM DEFINITION

In this section, we first state the WSN assumptions. Then, we
define the mathematical models for both objective functions for
parallel and serial decision fusion topologies.

A. WSN Model and Statement of the MOP

A representative WSN consisting of N sensors {si, i =
1, 2, . . . , N} with parallel decision fusion is shown in Fig. 1.
The distances between si and the fusion center and the event
location (x, y) are denoted as df,i and di, respectively. We
assume the event location to be a random variable with an
associated prior pdf, and therefore, di is a random variable.

Throughout this paper, we denote the probability mass func-
tion of discrete variables by P (.) and the pdf of continuous
variables by p(.) or p(., .), depending on the number of random
variables.

Specifically, we assume that the location of the event is
uniformly distributed with joint pdf as

p(x, y) =
1

A × B
, 0 ≤ x ≤ A, 0 ≤ y ≤ B (1)

where the region of interest (ROI) is an area of size A × B.
Other pdf’s can be employed in a similar manner. The average

distance of si located at (xi, yi) to the event location (x, y) is
then expressed as

d̄i =

A∫
0

B∫
0

√
(x − xi)2 + (y − yi)2p(x, y)dydx. (2)

Suppose that a signal that follows the power attenuation
model, such as an acoustic signal that is radiated from an event
source with energy K0 [9], and sensors si, i = 1, 2, . . . , N ,
are deployed at positions (xi, yi), i = 1, 2, . . . , N . Then, the
received energy (ei) observed at si is

ei(xi, yi, x, y) =
K0

1 + a
(√

(x − xi)2 + (y − yi)2
)n (3)

where n is the signal decay exponent, and a is an adjustable
constant [9]. When n = 2, the energy of the event decays
at a rate inversely proportional to the square of the distance
di =

√
(x − xi)2 + (y − yi)2. Then, under each hypothesis, the

received measurement of each sensor (zi) can be expressed as

zi =ni, under H0

zi =
√

ei(xi, yi, x, y) + ni, under H1 (4)

where ni is the measurement noise that follows the normal
distribution at each sensor, and it is assumed to be independent
across the sensors. zi then follows a normal distribution with
parameters

zi ∼
{

N(0, σ2), under H0

N
(√

ei(xi, yi, x, y), σ2
)

, under H1
. (5)

Throughout this paper, we assume that the noise variance
σ2 = 1. When zi exceeds a certain threshold denoted as ti,
sensor si transmits a 1-bit decision (ui = 1) to the fusion
center. Otherwise, it does not transmit anything.

The functions global probability of error Pe and global
energy consumption ET are functions of the local sensor
thresholds ti and constitute the objective functions of the MOP.
The MOP considered here is formulated as

min
t1,t2,...,tN

{Pe(t1, t2, . . . , tN ), ET (t1, t2, . . . , tN )} ,

tmin ≤ ti ≤ tmax, i ∈ {1, 2, . . . , N}. (6)

We first solve the above problem for N nonidentical decision
thresholds {t1, t2, . . . , tN} employed at each sensor. We also
compare the performance of nonidentical decision thresholds
with identical decision threshold at each sensor {t = t1 =
· · · = tN} via simulation.

In the next sections, we derive the objective functions for the
global probability of error and the global energy consumption
under parallel and serial decision fusion models.

B. Parallel Decision Fusion

In this section, we derive mathematical expressions for the
two objectives, namely, the global probability of error and the
global energy consumption for parallel decision fusion.
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1) Global Probability of Error: Let u0 be the global deci-
sion at the fusion center about the presence or absence of an
event, and let P0 and P1 be the a priori probabilities of H0 and
H1, respectively. The global probability of error is given by [2]

Pe = P0PF + P1(1 − PD) (7)

where PF = P (u0 = 1|H0) denotes the global probability
of false alarm, and PD = P (u0 = 1|H1) denotes the global
probability of detection. Given the vector of local sensor
decisions of size 1 × N , u = [u1 u2 · · · uN ], and ui ∈
{0, 1}, the probability of error is expressed as

Pe =P0P (u0 = 1|H0) + P1 (1 − P (u0 = 1|H1))
Pe =P1 + P (u0 = 1|u) [P0P (u|H0) − P1P (u|H1)] . (8)

Pe is minimized if

P (u0 = 1|u) = 0 when [P0P (u|H0) − P1P (u|H1)] > 0
P (u0 = 1|u) = 1 when [P0P (u|H0) − P1P (u|H1)] < 0.

(9)

The above property leads to the following LRT at the fusion
center [2]:

P (u|H1)
P (u|H0)

≷u0=1
u0=0

P0

P1
. (10)

By conditioning PF over each possible incoming vector of
decisions u and then averaging over u, PF is expressed as

PF = P (u0 = 1|H0) =
∑
allu

P (u0 = 1|u)P (u|H0) (11)

where, according to the received decision vector u, P (u0 =
1|u) is either 0 or 1 based on the fusion rule expressed in (10).
Since the noise samples are assumed to be independent and
identically distributed, we have

P (u|H0) =
N∏

i=1

P (ui|H0) (12)

where the false alarm probability of an individual sensor PF,i is

PF,i = P (ui = 1|H0) = Q(ti) (13)

and P (ui = 0|H0) = 1 − P (ui = 1|H0), where Q(.) is the
complementary distribution function of the Gaussian defined as

Q(ti) =

∞∫
ti

1√
2π

e−
x2
2 dx. (14)

Since the event location is random, P (u|H1) cannot directly
be written as the product of individual decisions, as in (12).
Instead, the global probability of detection needs to first be
conditioned on the location of the event and then be averaged
over its pdf. For a given event location (x, y), the conditional
global probability of detection CPD is

CPD =P (u0 = 1|x, y,H1)
=

∑
allu

P (u0 = 1|u)P (u|x, y,H1) (15)

and since noise distribution is independent across sensors as

P (u|x, y,H1) =
N∏

i=1

P (ui|x, y,H1) (16)

where the conditional probability of detection of an individ-
ual sensor CPD,i under given event location (x, y) is ex-
pressed as

CPD,i = P (ui = 1|x, y,H1)

= Q
(
ti −

√
ei(xi, yi, x, y)

)
(17)

and P (ui = 0|x, y,H1) = 1 − P (ui = 1|x, y,H1). In addi-
tion, the error probability of an individual sensor Pind,i(ti) as a
function of its decision threshold ti can be expressed as

Pind,i(ti) = P0P (ui = 1|H0)

+P1

A∫
0

B∫
0

P (ui = 0|x, y,H1)dydx. (18)

The global detection probability PD is found by averaging
CPD,i over the pdf of the event location as

PD =

A∫
0

B∫
0

P (u0 = 1|x, y,H1)p(x, y)dydx. (19)

Our first objective function, i.e., the probability of error, is
given by

Pe(t1, t2, . . . , tN )
=P0

∑
allu

P (u0 =1|u)P (u|H0)

+P1

⎡
⎣ A∫

0

B∫
0

∑
allu

P (u0 =0|u)P (u|x, y,H1)p(x, y)dydx

⎤
⎦ . (20)

2) Global Energy Consumption: In this paper, we employ
an energy-efficient on–off keying scheme, where only the sen-
sors that detect the event transmit their decision to the fusion
center. We also assume that the transmitted local decisions
are delivered to the fusion center without any error. Then, the
energy consumption at sensor si for perfectly transmitting m
bits to the fusion center over distance df,i is defined as [7]

ETX(m, df,i) = Eelec × m + εamp × m × d2
f,i [in joules].

(21)

According to this model, a sensor dissipates Eelec = 50 nJ/bit
to run the transmitter circuitry and εamp = 100 pJ/bit/m2 for the
transmitter amplifier.

The energy consumption of the network is the total transmis-
sion energy of all single-bit decisions transmitted to the fusion
center. In other words, in (21), m becomes 1 if ui = 1, and m
is 0 (no transmission) if ui = 0. An individual sensor’s energy
consumption can be expressed as

Eind,i(ti)=E(1, df,i) [P (ui =1|H0)P0 + P (ui =1|H1)P1] .
(22)
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Fig. 2. WSN model with serial decision fusion.

The transmission of the decision vector u to the fusion center
then requires

EC(u) =
N∑

i=1

ETX(ui, df,i). (23)

The energy consumption ET of the network is then found by
conditioning EC(u) on all possible vector of decisions as

ET (t1, t2, . . . , tN )
=

∑
allu

EC(u)P (u)

=
∑
allu

EC(u) (P (u|H0)P0 + P (u|H1)P1) . (24)

Using the relation

P (u|H1) =
∫
x

∫
y

[
N∏

i=1

P (ui|x, y,H1)

]
p(x, y)dydx (25)

together with (12) and (24), our second objective, i.e., global
energy consumption, is obtained as

ET (t1, t2, . . . , tN )

=
∑
allu

EC(u)

[
P0

N∏
i=1

P (ui|H0)

+ P1

∫
x

∫
y

[
N∏

i=1

P (ui|x, y,H1)

]
p(x, y)dydx

]
. (26)

C. Serial Decision Fusion

In this section, we derive mathematical expressions for the
probability of error and the total energy consumption for serial
decision fusion. In the serial fusion scheme, as described earlier
and shown in Fig. 2, the decision of si is a function of its
own measurement from the event zi and the decisions of its
predecessors ui−1 = [u1, . . . , ui−1]. The aggregate decision ui

is then forwarded to the successor sensor together with the
past decisions ui−1. The last sensor in the serial configuration
takes the final decision, which is a binary value that represents

either of the two hypotheses. We assume that the routing path
is known to all the sensors.

1) Probability of Error: In serial topology, the decision of
the N th sensor uN is the decision of the entire WSN. Therefore,
the probability of error is expressed as

Pe = P0P (uN = 1|H0)

+P1

∫
x

∫
y

P (uN = 0|x, y,H1)p(x, y)dydx (27)

where PF = P (uN = 1|H0) denotes the probability of false
alarm, and PD = 1 − P (uN = 0|H1) denotes the probability
of detection. To calculate these two quantities, the decision of
sN should be conditioned on both the received measurement
zN and the decisions of all its predecessors uN−1 as

PF,N

=
∑

alluN−1

∫
zN

P (uN = 1|uN−1, zN ,H0)P (uN−1, zN |H0)dzN

PD,N

=
∫
x

∫
y

( ∑
alluN−1

∫
zN

P (uN = 1|uN−1, zN , x, y,H1)

× P (uN−1, zN |x, y,H1)dzN

)
p(x, y)dydx. (28)

At each sensor, we assume that the measurement is in-
dependent of the received incoming decisions, so their joint
probabilities can be expressed according to

P (uN−1, zN |H0) =P (uN−1|H0)p(zN |H0)
P (uN−1, zN |x, y,H1) =P (uN−1|x, y,H1)p(zN |x, y,H1).

(29)

For simplicity, we only show the derivation of the probability
of false alarm. The calculation of the probability of detection is
then quite straightforward except for an outer integration on the
event location. Plugging (29) into (28) and using the fact that
the sensor decision is independent of the underlying hypothesis,
we obtain

PF,N =
∑

alluN−1

⎡
⎣ ∫

zN

P (uN = 1|uN−1, zN )p(zN |H0)dzN

⎤
⎦

×P (uN−1|H0). (30)

Given the event location (x, y) and the independent and identi-
cally distributed noise at each sensor, the optimum decision rule
at si is an LRT that uses the decisions of the previous sensors
ui−1 together with its own observation zi. It is expressed as [2]

P (ui = 1|ui−1, zi) = 0,

if
P (ui−1|H1, x, y)

P (ui−1|H0)
p(zi|H1, x, y)

p(zi|H0)
≤ ti

P (ui = 1|ui−1, zi) = 1,

if
P (ui−1|H1, x, y)

P (ui−1|H0)
p(zi|H1, x, y)

p(zi|H0)
> ti. (31)

When the location of the event is a random variable, the
sensor measurements from the event become correlated, the
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LRT shown in (31) is not necessarily optimal at the local
sensors, and the derivation of their optimal rules becomes a
very hard problem. For this reason, motivated by the counting
rule considered in [13], we use a heuristic decision statistic δi

at each sensor in the following form:

P (ui = 1|ui−1, zN ) = 0, if δi = zi +
i−1∑
k=1

uk ≤ ti

P (ui = 1|ui−1, zi) = 1, if δi = zi +
i−1∑
k=1

uk > ti. (32)

Basically, each sensor computes its decision statistic δi by sum-
ming the number of 1s received from its predecessor sensors
together with its own measurement. Then, this decision statistic
is compared with a certain threshold ti. This heuristic rule
works even when there is no prior information available in the
network, such as the location of sensors or the location of the
event.

The inner integration term in (30) can be written as∫
zN

P (uN = 1|uN−1, zN )p(zN |H0)dzN

=

∞∫
tN−

(∑N−1

i=1
ui

)
1√
2π

e−
z2

N
2 dzN

= Q

(
tN −

(
N−1∑
i=1

ui

))
. (33)

In addition, in (30), the probability mass function of the re-
ceived decisions P (uN−1, . . . , u1|H0) needs to iteratively be
conditioned on sensor decisions as

P (uN−1, . . . , u1|H0)

=
∫

zN−1

P (uN−1|uN−2, zN−1)p(zN−1|H0)dzN−1, . . .

×
∫
z1

P (u1|z1)p(z1|H0)dz1. (34)

In (34), depending on the local sensor decisions, each inner
integral is replaced by an appropriate Q(.) or 1 − Q(.) function,
as defined in (33) based on the decision and the threshold of
each local sensor.

Finally, the probability of error is found by averaging over
all possible decisions, as shown in (35), located at the bottom
of the page.

2) Energy Consumption: In serial decision fusion, a sen-
sor’s energy consumption depends not only on the distance
between the source and destination but also on the number
of bits received and the distance from its predecessors. Each
sensor receives m − 1 bits from its predecessors and transmits
m bits to its next successor, including its own decision. We
define the distance between si and si+1 as di,i+1; then, E(i),
which is the energy consumption of si, is the sum of energy
used for receiving m − 1 bits from its predecessors ERX,i and
transmitting m bits to its successor over distance di,i+1ETX,i

[7] as

ERX,i(m − 1) =Eelec × (m − 1)
ETX,i(m, di,i+1) =Eelec × m + εamp × m × d2

i,i+1

E(i) =ERX,i + ETX,i (36)

for i = {2, 3, . . . , N − 1}, E(1) = ETX,1(u1, d1,2), and
E(N) = ERX(

∑N−1
i=1 ui) joules.

Since the decision of the N th sensor uN is the final inference,
uN does not contribute to the energy consumption. Given the
vector of past sensor decisions uN−1, the energy consumption
in the network is expressed as

EC(uN−1)
= ETX(u1, d1,2)

+
N−1∑
i=2

[
ETX,i

(
i∑

q=1

ui, di,i+1

)
+ ERX,i

(
i−1∑
q=1

ui

)]

+ ERX,N

(
N−1∑
i=1

ui

)
. (37)

Finally, conditioning on all possible vector of decisions, the
energy consumption ET of the network is found according to

ET =
∑

alluN−1

EC(uN−1)P (uN−1)

=
∑

alluN−1

EC(uN−1)
(
P (uN−1|H0)P (H0)

+ P (uN−1|H1)P (H1)
)

(38)

where P (uN−1|H0) = P (uN−1, . . . , u1|H0) and P (uN−1|
H1) = P (uN−1, . . . , u1|H1) are calculated as described in (34)
and (35), respectively.

Pe = P0

⎛
⎝ ∫

zN

P (uN = 1|uN−1, zN )p(zN |H0)dzN , . . . ,

∫
z1

∑
u1

P (u1|z1)p(z1|H0)dz1

⎞
⎠

+ P1

⎛
⎝1 −

∫
x

∫
y

⎡
⎣ ∫

zN

P (uN = 1|uN−1, zN , x, y)p(zN |x, y,H1)dzN , . . .

×
∫
z1

∑
u1

P (u1|z1, x, y)p(z1|x, y,H1)dz1

⎤
⎦ p(x, y)dydx

⎞
⎠ (35)
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Fig. 3. Performance when the weighted sum of the objective functions is
minimized for N = 5.

III. MULTIOBJECTIVE OPTIMIZATION

In this section, we briefly review the fundamentals of multi-
objective optimization. Then, we summarize NBI and NSGA-II,
which are efficient methods to solve MOPs. The mathematical
description of multiobjective optimization can be given as

min
χ∈C

[ f1(χ) f2(χ) · · · fn(χ) ]T (39)

where χ is a solution to the MOP. The number of objectives
n ≥ 2 and the feasible set C

C : {χ : h(χ) = 0, g(χ) ≤ 0, a ≤ χ ≤ b} (40)

is subject to the equality and inequality constraints denoted as
h(χ) and g(χ), respectively, and explicit variable bounds [a, b].
In a minimization problem, a solution χ1 dominates another
solution χ2 (χ1 � χ2) if and only if

fu(χ1) ≤ fu(χ2) ∀u ∈ {1, 2, . . . , n}
fv(χ1) < fv(χ2) ∃v ∈ {1, 2, . . . , n} (41)

and a solution χ∗ is the Pareto optimal solution for the MOP if
and only if there is no χ ∈ C that dominates χ∗. Pareto optimal
points are also known as nondominated points. A well-known
technique for solving MOPs is to minimize a weighted sum of
the objectives. Before describing the other MOP methods, the
performance where the weighted sum of the objectives Pe and
ET for parallel decision fusion with five sensors is presented in
Fig. 3. The weight pairs for the 11 points shown in Fig. 3 are
{(0, 1), (0.1, 0.9), . . . , (0.9, 0.1), (1, 0)}. In this problem, each
solution to the MOP represents the set of local sensor thresholds
χ = [t1, t2, . . . , tN ]. As seen from the figure, minimizing the
weighted sum of the objectives suffers from several drawbacks
[14]. First of all, a uniform spread of weights rarely produces
a uniform spread of points on the Pareto front. Some of the
optimal design solutions are closely spaced, which reduce the
number of design alternatives. Second, if the Pareto optimal
curve is not a convex function, the Pareto points on the concave
parts of the actual Pareto optimal curve will be missed. More-
over, since it is up to the user to choose appropriate weights, the
decision on the preferences may not be clear to the user until
the solution is generated. Similarly, when compared with other
existing MOP algorithms, such as Timmel’s population-based
method and Schaffler’s stochastic method [20], the NBI method
chosen in this paper and explained below is computationally

Fig. 4. Point P is the solution of the single-objective constrained NBI sub-
problem outlined with the dashed line v [15].

efficient in locating Pareto optimal points. Therefore, we first
consider the application of NBI to solve our MOP problem,
which is briefly described as follows.

A. NBI

The NBI method [14] reduces the MOP to multiple numbers
of single-objective constrained problems called NBI subprob-
lems. This method starts with separately finding the optimiz-
ers of each objective function. For the two-objective example
illustrated in Fig. 4, the shaded area represents the region of
feasible design, and the curve at the lower boundary is the
Pareto optimal front. The convex hull of individual minima
(CHIM) is defined as the line segment AB. Any NBI problem
is then specified by a reference point on the CHIM, such as
the point H. Let χ∗

j be the minimizer of the jth objective and
F ∗

j = F (χ∗
j) = [f1(χ∗

j), . . . , fn(χ∗
j)]

T , and the payoff matrix
Φ is an n × n matrix whose jth column is F ∗

j − F ∗. Φβ then
denotes the reference point H, and each NBI subproblem is
defined as

max
χ,τ

τ

s.t. Φβ + τv = F (χ)
h(χ) = 0, g(χ) ≤ 0, a ≤ χ ≤ b. (42)

The length of the line segment HP τ represents the new variable
introduced by the NBI subproblem. The new constraint given
the NBI subproblem ensures that the point lies inside the
feasible set C. The number of NBI subproblems determines
the resolution of the Pareto front. Clearly, larger values for this
parameter imply a better resolution of the Pareto front. If the
Pareto set is disconnected, then it is concluded that some of the
subproblems have no solution [14]. Each NBI subproblem can
be solved with any appropriate optimization method.

Figs. 5 and 6 show the contour plots of the global probability
of error and the global energy consumption for parallel and
serial configurations. Since a closed-form expression for either
objective function (for the most general case of N sensors)
is not available, the Hessian matrix consisting of the second
derivatives of the objective functions with respect to sensor
thresholds needed in a formal proof of unimodality cannot ana-
lytically be determined. Hence, any attempt to prove unimodal-
ity with the available information will only be approximate.
For this reason, we choose to present numerical examples for
the objective function’s behavior rather than a formal proof.
Simulation results show that, even for a two-sensor network,
the global probability of error is not a unimodal function of
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Fig. 5. Contour lines of the objective functions with N = 2 sensors, parallel
configuration. (a) Probability of error. (b) Energy consumption.

Fig. 6. Contour lines of the objective functions with N = 2 sensors, serial
configuration. (a) Probability of error. (b) Energy consumption.

sensor thresholds. For such cases, gradient-based approaches
may yield a local optimum instead of a global optimum. Hence,
the obtained results need to be compared with other global tech-
niques, such as an exhaustive search or a genetic algorithm, to
ensure that the solutions really converge to the global optimum
solution. For this purpose, next, we describe an evolutionary
algorithm for MOPs called NSGA-II.

B. NSGA-II

NSGA-II [18] is a state-of-the-art multiobjective evolution-
ary algorithm that simultaneously obtains M Pareto optimal
solutions in n-dimensional objective space. A solution in the
population is represented as a sequence of decision variables,
namely, the sensor thresholds. Unlike NBI, using NSGA-II, the
Pareto front (tradeoff curve) is directly found, so there is no

need to separately calculate the individual minimizers of each
objective function. NSGA-II is an elitist algorithm, where good
solutions are preserved in the population.

NSGA-II is based on nondomination in each front. Each
solution in the population is assigned a fitness and crowding
distance value. The solutions with the same fitness are then
resorted based on their crowding distance, which is a closure
measure of each solution to its neighbors. For each generation
of the algorithm, the computational complexity O(n × M2)
is governed by this nondominated sorting operation (see [18]
for details). The mating population is subsequently generated
by using binary tournament selection. If both of the solutions
have the same fitness, then the solution with larger crowding
distance is selected. We use a real-parameter recombination
operator called simulated binary crossover (SBX), which is
commonly used in the evolutionary algorithm literature [18],
[23]. The SBX has a parameter distribution index ηC , whose
value determines the closeness of the offspring to their parents.
Let p1 and p2 be two individual solutions obtained from binary
tournament selection. In SBX, offspring solutions c1 and c2 are
obtained from parent solutions p1 and p2 according to

c1 =
1
2

[(1 − ζ)p1 + (1 + ζ)p2]

c2 =
1
2

[(1 + ζ)p1 + (1 − ζ)p2] (43)

where ζ ≥ 0 is a random number with pdf [24]

p(ζ) =
1
2
(ηC + 1)ζηC , 0 ≤ ζ ≤ 1

p(ζ) =
1
2
(ηC + 1)

1
ζηC+2

, ζ > 1. (44)

Along with the SBX, we use polynomial mutation that also
makes use of a parameter distribution index ηM . In polynomial
mutation, the offspring solution cl is obtained from the parent
solution pl according to

cl = pl + (tmax − tmin)δ (45)

where δ is a small variation calculated from the density func-
tion [24]

p(δ) = (2q)
1

ηM +1 − 1, q < 0.5

p(δ) = 1 − (2(1 − q))
1

ηM +1 , q ≥ 0.5 (46)

where q is a random number with uniform distribution be-
tween (0, 1).

The population is then updated by selecting the solutions
starting from the first front. If the number of solutions in the
last allowable front is larger than the available places in the
population, then the solutions with larger crowding distance are
selected first. After several iterations, the entire population only
contains the solutions near or at the Pareto optimal front.

C. Performance Metrics

For performance comparison between the solutions found
with NBI and NSGA-II, we use three metrics: 1) generational
distance (GD); 2) domination (Dom) metric; and 3) spacing
metric [19], [26].
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TABLE I
GD BETWEEN NBI AND NSGA-II, SPREAD METRIC, AND MEAN EXECUTION TIMES (E.T.) FOR NSGA-II AND NBI

The GD [19]

GD(A,B) =

√√√√ M∑
i=1

g2
i (47)

measures the distance between the nondominated solutions
obtained by algorithms A and B. gi is the Euclidean distance
between the solution i ∈ A and the nearest solution in B.

The Dom metric [19] is based on the number of solutions (ob-
tained by one algorithm) dominated by each solution obtained
by the other algorithm. The Dom metric is defined as

Dom(A,B) =
d(A,B)

d(A,B) + d(B,A)
d(X,Y ) =

∑
x

|{y ∈ Y |x � y}| . (48)

If each solution of algorithm A dominates every solution of al-
gorithm B, then Dom(A,B) = 1 and Dom(B,A) = 0, where
Dom(B,A) = 1 − Dom(A,B).

The spacing metric [26] measures the uniformity of the
solutions obtained in the Pareto optimal front. The S metric is
defined as

S(A) =

√√√√ 1
M − 1

M∑
i=1

(ri − r̄)2 (49)

where M is the number of nondominated solutions in the
archive, and ri is the sum of the differences in objective
function values between solution i and its two nearest neighbors
for each objective. The spacing metric approaches zero when
the Pareto optimal solutions are near uniformly spaced.

IV. SIMULATION RESULTS

In this section, we first describe the simulation settings
and then present the Pareto fronts obtained from NBI and
NSGA-II algorithms and discuss the effects of nondominated
solutions on WSN performance.

A. Simulation Settings

In our simulations, we use the WSN configuration described
in Section II-A. The solution of the MOP is illustrated with
deterministic sensor placements, where the sensors are equidis-
tantly placed on the y = x line in the ROI A × B = 100 m ×
100 m, as shown in Fig. 1. As an example, boundary or pipeline
surveillance requires placing the sensors on a straight line. The
proposed MOP can be applied to any configuration as long as
the sensor placements and the characteristics of the event of
interest are known. The fusion center is located at the origin.

According to our objective functions shown in (20) and (26),
adding an additional sensor doubles the number of possible
vectors of received decisions. Therefore, the search space of
both objectives exponentially increases with N , i.e., it is 2N .
For this reason, we illustrate the proposed MOP with relatively
few sensors. The a priori probabilities for H0 and H1 are se-
lected as P0 = 0.8 and P1 = 0.2, respectively. The parameters
of the event detection model are set as K0 = 106 J, a = 200,
and n = 2. The standard deviation of the measurement noise
σ is set to 1. The minimum tmin and maximum tmax values
for the thresholds are taken as 0 and 10, respectively. For
NBI, individual minimizers of each objective function and each
NBI subproblem are determined by using MATLAB’s fmincon
routine. For the fmincon routine, all sensor thresholds are
initialized at t0i = 8, where P 0

e ≈ 0.2 and E0
T ≈ 0, and the

algorithm termination tolerances of fmincon routine are all set
to 10−7. The resolution of the Pareto optimal front is selected
as RNBI = 10. For NSGA-II, we use a population of size
M = 100. The crossover and mutation probabilities are set
at 0.9 and 0.1, respectively [27]. The parameter distribution
indexes of SBX and polynomial mutation are set to ηC = 20
and ηM = 20, respectively. We observed that slight changes
in these parameters do not significantly change the results.
NSGA-II and NBI methods are implemented via available
public codes in [27] and [28], respectively. All simulations are
performed on a computer with a 3.2-GHz Pentium processor.

B. Performance Comparison of NBI and NSGA-II

For performance comparison between NBI and NSGA-II,
we select both the Pareto front resolution of NBI and the
population size of NSGA-II as 100 with N = 4 variables with
parallel decision fusion. The GD, the Dom metric, and the
spacing metric (S) are averaged over ten different NSGA-II
trials. In Table I, we vary the number of generations (G) and
measure the GD between 100 solutions of NSGA-II and NBI.
The simulation results show that the average GD between NBI
and NSGA-II is small after G = 100 generations. Moreover,
according to Table I, after G = 100 generations, the spacing
metric of NSGA-II converges with a small standard deviation.
On the other hand, the solutions corresponding to NBI are more
evenly spaced as compared with solutions of NSGA-II, since
NBI yields a smaller S-metric. Table II reveals that the solutions
obtained by NBI dominate the solutions of NSGA-II. Note
that the resolution of the Pareto optimal front is independent
from the convergence of the NBI. Therefore, ten Pareto optimal
solutions found with NBI clearly dominate every solution found
with NSGA-II. Therefore, by solving just a few number of
subproblems, the same Pareto optimal front can be achieved,
and evenly distributed trade off solutions can be obtained in a
very short time as compared with NSGA-II. It should be pointed
out that NBI is known to be better for two objective problems,
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TABLE II
DOM METRIC BETWEEN NBI AND NSGA-II

Fig. 7. Pareto optimal solutions generated via NBI and NSGA-II methods for
parallel fusion and nonidentical decision thresholds at each sensor.

but for problems with a larger number of objectives, NSGA-II
may be better [25].

C. Optimal Pareto Fronts

In this section, we present the Pareto optimal solutions for
parallel and serial decision fusion for the case of nonidentical
decision thresholds employed at each of the N sensors.

1) Pareto Optimal Fronts Under Parallel Fusion: For paral-
lel decision fusion and the WSN configuration, as described in
Section III-A, Fig. 7 shows the Pareto optimal fronts generated
with NBI and NSGA-II, where each solution is shown in terms
of objective function pairs [Pe, ET ]. The number of decision
variables is selected as N = 4, 5, 6. NSGA-II is executed with
population size M = 100 and number of generations G = 100,
and NBI is executed with a resolution of 10. The simulation
results show that NBI and NSGA-II yield Pareto optimal fronts
that are fairly close to each other. Adding more sensors to
the network decreases the error probability, and NBI results
in nearly equidistant points on the Pareto front. For N = 5
sensors, if we only minimize Pe, the best achievable global
probability of error is 0.061, which consumes 497.5654 nJ.
By using the solution for the MOP, instead of selecting this
solution, we may accept the neighboring solution on the Pareto
optimal front with a global error probability of 0.0619 and a
global energy consumption of 401.38 nJ. Therefore, a 1.5%
increase in the global probability of error delivers 23% saving
in global energy consumption. Similarly, for the N = 6 case,
instead of operating on the minimum probability error solution
[0.05, 536 nJ], selecting the solution [0.058, 246 nJ] yields
53.9% energy saving in exchange for a 15.11% increase in the
global probability of error.

2) Pareto Optimal Fronts Under Serial Fusion: Fig. 8
shows the Pareto optimal solutions obtained with NBI and

Fig. 8. Pareto optimal solutions obtained by NBI and NSGA-II methods for
serial fusion and nonidentical decision thresholds at each sensor.

NSGA-II for the serial decision fusion case for N = 4, 5, 6
sensors in the network according to the WSN configuration,
as shown in Fig. 2. The heuristic decision rule of each sensor
proposed in (30) yields the global probability of error that is
slightly worse than the parallel configuration. As an example
for N = 5 and N = 6 sensors, the minimum achievable error
probabilities for parallel decision fusion are 0.061 and 0.05,
whereas the serial case yields the minimum error probabilities
0.072 and 0.059, respectively. The global energy consumption
of the serial configuration is determined by the distance be-
tween neighboring sensors and the number of received and
transmitted bits of each sensor. For the N = 4 case, the dis-
tance between two neighboring sensors is relatively large. The
minimum error solution for the serial fusion consumes 265 nJ,
whereas the parallel configuration consumes 147 nJ. Although
increasing the number of sensors increases the number of bits
for reception and transmission, the distance between sensors
significantly decreases. Since the energy consumption of the
network is determined by the square of the intersensor distance,
increasing the number of sensors decreases the network’s total
energy consumption as compared with the parallel case. As an
example, for N = 6 sensors, under parallel network configu-
ration, the minimum achievable global probability of error is
about 0.050 with an energy consumption of 536 nJ, whereas
under serial configuration, the minimum achievable error prob-
ability is 0.059 with an energy consumption of 286 nJ. In other
words, deploying the network serially increases the probability
of error by 18% but decreases the energy consumption of the
network by 46%.

D. Performance of WSN

In this section, we analyze the performance of WSNs based
on the selected Pareto solution with N decision variables
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Fig. 9. Parallel decision fusion. Local sensor error probability as a function of
its mean distance to the event location.

Fig. 10. Parallel decision fusion. Local sensor energy consumption as a
function of its distance to the fusion center.

presented in the previous section. Under parallel decision fu-
sion, we first determine the error probability of an individual
sensor Pind(ti), as given in (18), as a function of its mean
distance to the event location d̄i. We then calculate an individual
sensor’s energy consumption Eind(ti), as given in (22), as a
function of its distance to the fusion center df,i. For serial
decision fusion, we calculate the global probability of error
and the global energy consumption of the network for a given
number of sensor on the routing path.

1) WSN Performance Under Parallel Decision Fusion: For
the minimum global probability of error solutions, Fig. 9 shows
that the local sensor thresholds are assigned in such a way that
the individual sensor error probability increases with the mean
sensor distance to the event location. Due to this, a sensor more
frequently transmits if it is close to the event and does not
transmit that frequently if it is far. Then, the error probability of
a sensor far away from the mean event location is close to the
prior probability P1. In terms of energy consumption, Fig. 10
shows that the energy consumption of a sensor increases with
its distance to the fusion center. This is an expected result since
the energy consumption of a sensor increases with the square
of the distance to the fusion center. Fig. 10 also shows that for
the consecutive Pareto optimal solutions with increased global
probability of error and decreased global energy consumption,
i.e., N = 5 : [0.0619, 401 nJ], N = 5 : [0.0651, 313 nJ], N =
6 : [0.051, 430 nJ], and N = 6 : [0.054, 336 nJ], the energy
consumption of the sensors that are far away from the fusion
center decreases as their thresholds increase. Since these sen-

Fig. 11. Serial decision fusion. Global error probability as a function of the
hop count on the routing path.

Fig. 12. Serial decision fusion. Global energy consumption as a function of
the hop count on the routing path.

sors are also relatively far from the expected event location,
a decrease in their transmission rate only makes a slight dif-
ference in the minimum achievable global probability of error.
On the other hand, since delivering their decisions to the fusion
center has much energy cost, a decrease in their transmission
rate provides significant savings in global energy consumption.

2) WSN Performance Under Serial Decision Fusion:
Figs. 11 and 12 show the global probability of error and the
global energy consumption as a function of number of sensors
(hops) on the routing path, respectively. In these figures, sensor
1 (s1) in Fig. 2 that is farthest away from the fusion center gen-
erates the first decision and transmits to s2. At each sensor, we
calculate the global probability of error and the global energy
consumption. As a benchmark, we compare the performance
of the proposed decision rule given in (32) with a simple rule
where each sensor decision ui is only the aggregation of the
decision of the previous sensor and its measurement, that is,
ui = zi + ui−1. In Figs. 11 and 12, since s1 has the farthest
distance to the average event location, a higher threshold is
assigned to this sensor, and it is operating at a probability
of error close to the prior probability P1. For the benchmark
case, over consecutive sensors, the global probability of error
decreases, since the sensors become much closer to the mean
event location. On the other hand, the sensors near the fusion
center are far away from the mean event location, so the
measurements of these sensors add uncertainty to the received
decisions. That is why the global probability of error increases
again (see the topmost curve in Fig. 11). Our proposed rule
considers not only the decision of the previous sensor but
also the decisions of all predecessors. Therefore, increasing the
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Fig. 13. Parallel decision fusion. Pareto optimal solutions for identical and
nonidentical sensor thresholds.

number of sensors on the routing path increases the number of
available decisions about the event, and the global probability
of error successively decreases at each sensor. As shown in
Fig. 12, the global energy consumption of the network increases
at each sensor as a result of the increased number of transmitted
and received decisions at each sensor.

E. Identical Decision Thresholds

Since the search space of both objectives exponentially in-
creases with N , adding an additional sensor roughly doubles
the computation time. To simplify the problem, we may con-
strain the decision rules to be identical of all the sensors. For
parallel decision fusion, Fig. 13 shows the optimal Pareto fronts
for the case of identical and nonidentical decision thresholds.
For N = 4, 5, 6 sensors, identical decision thresholds for all the
sensors yield the objective function pair values with minimum
global probability of error as [0.080, 161 nJ], [0.061, 563 nJ],
and [0.051, 555 nJ], whereas the nonidentical threshold selec-
tion gives the objective function pair values [0.076, 147 nJ],
[0.061, 497 nJ], and [0.0508, 536 nJ], respectively. Simulation
results show that, as the number of sensors in the network
increases, an identical decision threshold for all the sensors
achieves nearly the same error probability as compared with
nonidentical threshold selection. In [3], it is shown that as the
number of sensors grows to infinity, the probability of error
goes to zero for any reasonable set of decision thresholds.
Therefore, fine adjustment of decision thresholds at each sensor
becomes unnecessary if the number of sensors is large. There-
fore, particularly for a large number of sensors, an identical
decision threshold at all the sensors simplifies the problem and
yet gives near-optimal results. Note that the energy consump-
tion of the network is slightly higher for the identical threshold
case. This is due to the fact that, under nonidentical threshold
assignment, the sensors that are far from the event are assigned
a higher threshold that reduces the transmission rate of these
sensors. On the other hand, for identical threshold selection,
these sensors are assigned a lower threshold value and transmit
more frequently. In addition, the simulation results show that
for identical threshold selection, the Pareto optimal curve be-

Fig. 14. Serial decision fusion. Pareto optimal solutions for identical and
nonidentical sensor thresholds.

tween ET and Pe is not convex, which implies that some of
the candidate solutions on the Pareto front are still dominated.
As an example, for N = 5 case, the two solutions [0.077246,
293 nJ] and [0.072728, 162 nJ] are on the Pareto front, but
[0.077246, 293 nJ] is already dominated by [0.072728, 162 nJ].
On the other hand, nonidentical sensor threshold selection
yields a convex Pareto front, where all the solutions are non-
dominated, which provides more alternatives to the designer.
For serial decision fusion, Fig. 14 shows the Pareto optimal
solutions for the case of identical and nonidentical decision
thresholds. The simulation results show that the best achievable
error probability with identical threshold selection is slightly
worse than the nonidentical threshold selection. Similar to the
parallel decision fusion system, the identical threshold scheme
has a nonconvex tradeoff curve, and for a given global prob-
ability of error, the energy consumption of identical threshold
selection is higher than nonidentical threshold selection.

V. CONCLUSION

In this paper, we have studied the binary distributed detec-
tion problem. The event signal is represented by an isotropic
emission model, and the location of the event is only known in
terms of its pdf, where the decision thresholds that minimize
the probability of error cannot be determined using existing
methods, such as PBPO. We formulated and solved a MOP with
two conflicting objectives: 1) global probability of error and
2) global energy consumption of the network, where each
solution of this problem corresponds to placing a different em-
phasis on the two objectives. The proposed MOP is solved by
two different methods. NBI and NSGA-II yield Pareto optimal
fronts that are very close to each other. The simulation results
show that, for our problem, NBI provides better and more
uniformly distributed solutions in a shorter time as compared
with NSGA-II.

Rather than only minimizing the global probability of error,
an MOP approach provides a number of alternative solutions
that provide significant energy savings as compared with the
minimum error solution at the cost of slightly increasing the
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best achievable global probability of error. Under parallel de-
cision fusion, the consecutive Pareto optimal solutions signif-
icantly decrease the global energy consumption by allowing
a slight increase in the minimum achievable probability of
error. Under serial decision fusion, increasing the number of
sensors on the routing path successively increases the amount
of information about the event and the probability of error at
each sensor decreases. We have also shown that an identical
decision threshold for all the sensors achieves nearly the same
error probability as compared with nonidentical threshold se-
lections at each sensor as the number of sensors in the network
increases. Therefore, particularly for a large number of sensors,
an identical decision rule for all sensors can be employed to
achieve nearly the best probability of error performance.

In this paper, we have shown the utility of the MOP ap-
proach in providing different alternatives to WSN designers.
The proposed MOP can easily be extended to multiobjective
problems with more than two objectives as well as under
specified constraints. Future work will include adapting the pro-
posed framework to a larger number of sensors and more than
two objectives, as well as the development of computationally
efficient approaches. An extension of our methodology for a
general network topology with multiple events occurring at the
same time will also be addressed. For this purpose, the earlier
work of Alhakeem and Varshney [29] could be used.
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